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The Challenge of Today’s Enterprise

IT departments face the constant demand to respond more rapidly to changing business priorities, application demands, and

user dynamics — all without compromising security or manageability or increasing server count. They must deliver robust data

management, business uptime, and complete backup and recovery capabilities. In order to address these challenges,

enterprises need to:

Standardize on a reduced number of hardware configurations — drastically reducing the time required to deploy upgrades
and patches

Provide effective, near-term high-availability for cost-effective protection against physical server and storage failures in an
application-agnostic manner

Adjust allocation of server and storage resources for different application workloads on the fly
Consider scalability for the largest enterprise applications

Deploy a tightly unified server and storage virtualization solution that is reliable, not overly complex and leverages all
available capabilities

This document presents best practices for using NetApp® storage systems as networked attached storage solutions for
Citrix® XenServer™,
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Citrix XenServer for Enterprise-Ready Virtualization

Citrix XenServer is a native 64-bit virtualization platform, with the scalability required by Microsoft Exchange Server,
Microsoft SQL Server, Citrix XenApp, Citrix XenDesktop and other business-critical applications. The highest host and guest
CPU and memory limits available, coupled with fine-grained controls for processor, network, and disk, enable it to deliver
optimal quality of service. With Citrix XenServer virtualization, businesses can increase server and storage utilization, reducing
costs of equipment, power, cooling, and real estate. By combining servers and storage into resource pools that can be
apportioned to the applications with the highest business need, I'T operations can be aligned to changing demands and
business priorities. With XenMotion™, running virtual machines can be migrated to new servers with no service interruption,
allowing essential workloads to get needed resources and enable zero-downtime maintenance. Citrix XenServer products
install directly on bare metal servers, requiring no dedicated host operating system. Open command-line (CLI) and
programming (API) interfaces make it easy for companies to integrate Citrix XenServer virtualization with existing processes

and management tools, rather than requiring rip-and-replace reimplementation. Key benefits and features include:

e LEnterprise ready performance and scalability

e Simple deployment and installation

e Ilexible shared infrastructure

e On-demand deployment of Windows and Linux virtual machines
e Powerful storage management

e [Efficient, secure virtual networking

e Live migration

e XenCenter™ multi-server management, included with product

e Deliver server workloads on demand via streaming
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NetApp Storage Solutions for Enterprise-Ready Virtualization

Unified storage solutions from NetApp complement the manageability, utilization and cost-saving benefits of Citrix
XenServer. NetApp solutions enable powerful thin provisioning, simplified data management and scalable and consistent I/O
performance for all IT applications across NAS, Fibre Channel and iSCSI SAN in a single pool of storage. Key benefits and
features include:

e Supports SAN, IP-SAN, or NAS

e Scale non-disruptively to 100’s of TB

e FHasily installed, configured, managed, and maintained

e Rapid backup and recovery with zero penalty snapshots

e Simple, cost effective replication for Disaster Recovery

e Instant space efficient data clones for provisioning and testing

e Dynamically expand and contract storage volumes as needed

e Data deduplication to reduce capacity requirements

e Transparent Storage Cache Sharing to increase I/O performance
e Tlash Cache to help reduce virtual desktop storm activities

NetApp storage solutions offers these powerful data management and data protection capabilities allowing Citrix XenServer

users the ability to lower cost while meeting their capacity, utilization, and performance requirements.

NOTE: Make sure your configuration is supported by contacting NetApp sales engineer to check NetApp IMT tool at
NetApp NOW site.

Overview of XenServer storage

Storage repositories (SRs)

The XenServer host accesses containers named Storage Repositories (SRs) in which Virtual Disk Images (VDIs) are stored. A
VDI is a disk abstraction which, when attached to a host, appears as a physical disk drive to the virtual machine.

The interface to storage hardware provided on the XenServer host allows VDIs to be supported on a large number of
different SR substrate types. VDIs may be files on a local disk, on an NFS share, Logical Volumes within a LUN or a raw
LUN itself directly attached to the VM. The SR and VDI abstractions on the host provide for advanced storage features such
as sparse provisioning, image snapshots, and fast cloning to be leveraged on storage targets where available.

Each XenServer host can access multiple SRs in parallel of any type. These SRs can be shared between a pool of hosts, or a
dedicated repository to a single host. Shared storage must be accessible to all hosts in a resource pool, and is utilized for both
non-live and live migration of VMs via XenMotion. When hosting shared Storage Repositories on a NetApp device, there are
4 options; the Citrix StorageLink feature, an NFS file share, an iSCSI LUN or a Fibre Channel LUN.

Virtual Disk Images (VDIs)


http://now.netapp.com/matrix/mtx/login.do
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There are two fundamental VDI types (Files and LUNSs) that can be accessed with a NetApp device as the backend over 4
different SR driver types:

NetApp managed LUNs: Managed NetApp LUNSs are accessible via the StorageLink feature included in Citrix
Essentials for XenServer, and are hosted on a NetApp device running a version of Data ONTAP 7.0 or greater.
LUN:ss are allocated on demand via Storagelink and mapped dynamically to the host via the StorageLink service while
a VM is active. All the thin provisioning and fast clone capabilities of the device are exposed via StorageLink.

VHD files. The VHD format can be used to store VDIs in a sparse format. Being sparse, the image file grows
proportionally to the number of writes to the disk by the Virtual Machine (VM), so large portions of the disk which
are typically unused do not consume unnecessary space. VHD on NI, iSCSI, or Hardware HBA storage repositories
can be shared among all hosts in a pool.

The section entitled “XenServer Shared Storage Options’ discusses each option in more detail.

Managing Storage

There are four XenServer object classes that are used to describe, configure, and manage storage:

Storage Repositories (SRs) are storage targets containing homogeneous virtual disks (VDIs). SR commands provide
operations for creating, destroying, resizing, cloning, connecting and discovering the individual Virtual Disk Images
(VDIs) that they contain. A storage repository is a persistent, on-disk data structure. So the act of "creating” a new
SR is similar to that of formatting a disk. SRs are long-lived, and may be shared among XenServer hosts or moved
between them.

Physical Block Devices (PBDs) represent the interface between a physical server and an attached SR. PBDs are
connector objects that allow a given SR to be mapped to a XenServer host. PBDs store the device configuration
fields that are used to connect to and interact with a given storage target. There are several classes of XenServer SRs
available for use with NetApp storage:

o NFS. With an NFS SR, a new directory on an existing NetApp NES share is created for the storage of
VDIs in VHD format.

o iSCSI and Fibre Channel. The creation of iSCSI or Fibre Channel (Hardware HBA) SRs involves erasing any
existing data on a specified LUN. A LUN will need to be created on the NetApp storage before creating the

XenServer SR. Volume management is performed via LVM (Logical Volume Manager), and the undetlying
VDI storage on an iSCSI or FC SR is VHD.

o Direct StorageLink-NetApp adapter SR. First introduced in XenServer 4.1, this type of SR is created within
XenCenter. With this type of SR, FlexVol resources are allocated on the NetApp device and communication
is performed via the iSCSI protocol.

o Storagelink Gateway. New with XenServer 5.0, this type of SR is initially created from the StorageLink
Manager and visible within XenCenter thereafter. The Storagelink Gateway service runs on a general-
purpose Windows server or VM. Once brokered by the StorageLink Gateway, the data path between the
virtual machine and storage system can be performed via either iSCSI or Fibre channel. It is important to
note that the StorageLink Gateway only serves as a broker and a control path; it is not part of the data path
between a XenServer host and the NetApp storage infrastructure.

Virtual Disk Images (VDIs) are an on-disk representation of a virtual disk provided to a VM. VDIs are the
fundamental unit of virtualized storage in XenServer. Similar to SRs, VDIs are persistent, on-disk objects that exist
independently of XenServer Hosts.
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e Virtual Block Devices (VBDs) are a connector object (similar to the PBD described above) that allows mappings
between VDIs and Virtual Machines (VMs). In addition to providing a mechanism to attach (or plug) a VDI into a
VM, VBDs allow the fine-tuning of parameters regarding QoS (quality of service), statistics, and the bootability of a

given VDI
4 A
SR VBD VM
VDI
VBD
Control
Domain VM

- PBD VDI
J VBD

VDI

N J

Figure 1 Graphical Overview of Storage Repository and Related Objects

VBD
VM

XenServer Shared Storage Options

When using a NetApp device as your networked, backend storage array, it is recommended with XenServer v5.6 onwards to
use the StorageLink Gateway SR type. The architecture of the Storagelink Gateway allows XenServer to utilize the
capabilities of the NetApp device to provide data efficiency, high performance and ensure compatibility with existing ONTAP

device management tools. This allows for:

e Fast provisioning of VDIs
e Fast cloning of VDIs
e Fast Snapshot® of VDIs

To use non-customized storage options with a NetApp active-active controller configuration, the following types can also be
used:

e Network Attached Storage using NFS
e iSCSI
e Tibre Channel
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The following sections give an overview of the above storage types and the benefits associated with them. All shared storage
options enable VM agility using XenMotion -- VMs can be started on any XenServer host in a resource pool and migrated
between them.
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Shared Storage with the StorageLink Gateway

The StorageLink Gateway is a feature offered with Citrix Essentials for XenServer 5.5, Citrix XenServer 5.6 and Citrix
XenServer 5.6 Feature Pack 1, Enterprise Edition. It acts as a broker between XenServer and the NetApp storage system.
The StorageLink Gateway service runs on a general-purpose Windows server or VM, and this system can typically be shared
with other Citrix Essentials for XenServer components such as Workload Balancing and Workflow Studio. Once brokered by
the StorageLink Gateway, the data path between the virtual machine and storage system can be performed via either iSCSI or
Fibre channel. Itis important to note that the StorageLink Gateway only serves as a broker and as part of the control path; it
is not part of the data path between a XenServer host and the NetApp storage infrastructure.

Since the adapter exposes LUNSs to the XenServer host as VDIs, there is a one-to-one mapping between the Virtual Machine
disks in the XenServer environment and the NetApp disk data abstraction. This enables much simpler integration with existing
physical host backup and array provisioning tools that already operate at a LUN granularity.

SR Creation
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Shared Storage using the direct StorageLink-NetApp adapter

The direct StorageLink adapter for NetApp was first introduced in XenServer 4.1. While it is still available in XenServer 5.5,
XenServer 5.6 and XenServer 5.6 Feature Pack 1, itis primarily intended to maintain backward compatibility with pre-5.5 and
5.6 and 5.6 Feature Pack 1 deployments. Very small environments and Linux-centric deployments may also find this
StorageLink option to be useful. For XenServer 5.6 and XenServer 5.6 FP 1 deployments, it is recommended to use the
StorageLink Gateway.

The following table provides a comparison of the two StorageLink options for NetApp.

StoragelLink Gateway Direct StorageLink-NetApp Adapter

Deployment On separate Windows VM or server Included within XenServer control domain;
no additional VMs or servers are required

VM / LUN relationship LUN per VDI LUN per VDI
Protocol support iSCSI and Fibre Channel iSCSI
Interoperability with Hyper-V Yes No
Interoperability with other vendor Yes Limited

storage arrays

This legacy Storagelink-NetApp adapter for NetApp Data ONTAP uses the Zephyr AP1 (ZAPI) interface to the device to
create a group of FlexVol®s which corresponds to a XenServer SR. VDIs are created as virtual LUNs on the device, and
attached to XenServer hosts using an iSCSI data path. There is a direct mapping between a VDI and a raw LUN without
requiring any additional volume metadata. Thus, at a logical level, the NetApp SR is a managed volume and the VDIs are the
LUNs within the volume. Similar to the StorageLink Gateway, the legacy Storagelink adapter exposes LUNSs to the
XenServer host as VDIs, and there is a one-to-one mapping between the Virtual Machine disks in the XenServer environment
and the NetApp disk data abstraction.

For the I/O data path, the NetApp Data ONTAP adapter directly controls the host built-in software initiator and its assigned
server iISCSI Qualified Name or IQN to map the data path on demand without requiring user intervention.

Storage can be thinly or fully provisioned depending on the administrative preference for the NetApp array. When thin
provisioning is utilized, data de-duping can also be switched on to reclaim common blocks between VM images, thereby
conserving even more space. All these configuration options are exposed via the XenServer storage configuration interface
and managed by the NetApp Data ONTAP adapter directly.

10
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Figure 2 Shared storage using NetApp Data ONTAP
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Shared NAS using NFS

XenServer supports shared access to Virtual Disk storage exported as NFS v3 over TCP/IP based on the Microsoft VHD
format.

VDIs stored on NIS are sparse. The image file grows as the Virtual Machine (VM) writes data into the disk, so unused
portions of the virtual disk do not consume space on the array. This is a considerable benefit since VM image files take up
only as much space on the NES device as is required. If a 100-GB VDI is allocated for a new VM and an OS is installed, the
VDI file will only reflect the size of the OS data that has been written to the disk.

VHD files may also be chained, allowing two VDIs to share common data. In cases where a NFS-based VM is cloned, the
resulting VMs will share the common on-disk data at the time of cloning. Hach will proceed to make its own changes in an
isolated copy-on-write version of the VDI. This feature allows NFS-based VMs to be quickly cloned from templates,
facilitating very fast provisioning and deployment of new VMs.

Virtualization Stack \ Virtualization Stack

Xen Tool
Stack

Hardware J \ Hardware
Ocen, L Xen

FlexVol

NFSv3

Figure 3 Shared NFS storage
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The Linux Host Utilities

The Host Utilities provide software programs and documentation that you can use to connect your XenServer host to NetApp

storage systems running Data ONTAP. The software is available as an .rpm file that you can download from the NOW site.

It is a best practice to install Linux Host Utility on your XenServer.
The Host Utilities include the following components:

e The SAN Toolkit

The toolkit is installed automatically when you install the Host Utilities. This kit provides the following key tools:

Note: This toolkit is common across all configurations and protocols of the Linux Host Utilities. As a result, some of

its contents apply to one configuration, but not another. Having unused components does not affect your system

performance.

o The sanlun utility, which helps you to manage LUNs and HBAs.
o The san_version command, which displays the versions of the Host Utilities.

Note: Previous versions of the Host Utilities also included diagnostics programs. These programs have been replaced
by the nSANity Diagnostic and Configuration Data Collector and are no longer installed with the Host Utilities. The
nSANity program is not part of the Host Ultilities. You should download, install, and execute it only when requested

to do so by technical support.

Protocols and configurations supported by Host Utilities

The Host Utilities provide support for Fibre Channel, Fibre Channel over Ethernet (FCoE), and iSCSI connections to the

storage system using direct-attached, fabric-attached, and Ethernet network configurations.

These protocols enable the host to access data on storage systems. The storage systems are targets that have storage target

devices called LUNs. The protocol enables the host to access the LUNSs to store and retrieve data.

Shared iSCSI Storage

XenServer provides support for shared SRs on iSCSI LUNs. iSCSI is supported using the open-iSCSI software iSCSI initiator

or using a supported iSCSI Host Bus Adapter (HBA).

Shared iSCSI support is implemented based on XenServer LVHD, a technology that combines the Logical Volume Manager

(LVM) and Virtual Hard Disk (VHD) standards. Virtual machine VDIs are stored on an iSCSI LUN created on the NetApp
storage system. Shared storage with iSCSI is a good choice for general purpose virtualization deployments, though it may not

be as suitable for demanding workloads or deployments.

13
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Shared Fibre Channel Storage

XenServer hosts support Fibre Channel SANs using an Emulex or QLogic host bus adapter (HBA). Logical unit numbers

(LUNS) are mapped to the XenServer host as disk devices.
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Like iSCSI storage, F'ibre Channel storage support is implemented based on the same LVHD technology with the same
benefits as iSCSI storage, just utilizing a different data 1/O path.
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Figure 6 Shared FC storage
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Configuration and Setup

NetApp Device Configuration Basics
This section covers the best practices for configuring the NetApp active-active controller configuration.

Configuring Target Portal Groups for iSCSI connections

Considerations when using Target Portal Groups: (for more information, please consult the Data ONTAP admin guide
located at http://now.netapp.com)

1. Adding or removing a NIC may change the target portal group assignments. Be sure to verify the target portal group
settings are correct after adding or removing hardware, especially in active-active controller configuration.

2. When used with multi-connection sessions, the Windows iSCSI software initiator creates a persistent association
between the target portal group tag value and the target interfaces. If the tag value changes while an iSCSI session is
active, the initiator will be able to recover only one connection for a session. To recover the remaining connections,
you must refresh the initiator’s target information.

If you want to employ multi-connection sessions to improve performance and reliability, you must use target portal groups to
define the interfaces available for each iSCSI session.

Create a target portal group that contains all of the interfaces you want to use for one iSCSI session. However, note that you
cannot combine iSCSI hardware-accelerated interfaces with standard iSCSI storage system interfaces in the same target portal
group. When you create a target portal group, the specified interfaces are removed from their current groups and added to the
new group. Any iSCSI sessions using the specified interfaces are terminated, but the initiator should automatically reconnect.
However, initiators that create a persistent association between the IP address and the target portal group will not be able to

reconnect.

1. Open console connection to the NetApp active-active controller configuration, and run the zSCST #pgronp command

iscsi tpgroup create [-f] tpgroup name [-t tag] [interface ...]

—f forces the new group to be created, even if that terminates an existing session using one of the interfaces being added
to the group.

tpgroup name is the name of the group being created (1 to 32 characters, no spaces or non-printing characters).

-t tag sets the target portal group tag to the specified value. In general you should accept the default tag value. User-
specified tags must be in the range 1 to 250.

interface ... isthe list of interfaces to include in the group, separated by spaces.

For example, the following command creates a target portal group named xenstorage_iscsi_group that includes interfaces
e0c and e0d.
iscsi tpgroup create xenstorage iscsi group elOc e0Od

2. Enable target portal group interfaces to accept iSCSI connections
iscsi interface enable elc
iscsi interface enable e0Od

16
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Configuring a Dynamic Multimode Virtual Interface (VIF)

Throughput can be improved by creating a multimode VIF. With a multimode VIF, all interfaces in the VIF are active and
share a single IP address. This logical aggregation of interfaces can be effectively used for NFS connections.

The following prerequisite must be met before creating a multimode VIE:

1. Identify or install a switch that supports link aggregation over multiple port connections in your network, configured
according to your switch vendot's instructions.

2. Decide on a case-sensitive name for the VIF that meets the following criteria:
a. It must begin with a letter.
b. It must not contain a space.
c. It must not contain more than 15 characters.
d. It must not already be in use for a VIF.
3. Decide on the interfaces you want the VIF to consist of.
4. Configure all interfaces that will be included in the VIF to be down using the #fonfigcommand.
To create a dynamic multimode (LACP) VIF for NFS datapaths:

1. Open a console session to the NetApp active-active controller configuration, and run the #fonfig down command for
interfaces that you want to create the vif on.
ifconfig down eOc
ifconfig down e0d

2. Run the »7fcommand to create the new vif
vif create [multi|lacp] <vif name> -b ip [<interface list>]

It is recommended to use the lacp option and use IP address-based load balancing algorithm.
vif create lacp nfs bond -b ip e0Oc e0d

3. Run the #fronfig command on the newly created vif to assign it an IP address
ifconfig nfs bond 192.168.2.203 netmask 255.255.255.0

4. Create a corresponding interface on the pattner controller and add the following lines to the /etc/rc file. This will allow
the configuration to be persistent in case of reboot. The partner command makes the configured IP Adress be taken over
by the cluster partner in case of failover

vif create lacp nfs_bond -b ip e0a eOc
ifconfig nfs_bond 192.168.2.203 netmask 255.255.255.0 partner nfs_bond

17
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An aggregate consists of disk drives; you must specify a number of disks to be added to the new aggregate. Aggregates are the

means by which the total IOPs available to all of the physical disks are pooled as a resource. NetApp recommends that
whenever possible a small aggregate should be used as the root aggregate. The root aggregate stores the files required for
running and providing GUI management tools for the FAS system. The remaining storage should be placed into a small
number of large ageregates. On smaller FAS arrays, it may not be practical to have more than a single aggregate, due to the
restricted number of disk drives on the system. In these cases, it is acceptable to have only a single aggregate.

Note: Data ONTAP 8.x has support for 64-bit aggregates, which allow for the creation of larger aggregate sizes.
Please consult http://now.netapp.com for the maximum aggregate size for your storage system model.

NetApp System Manager is used throughout this document and only the SnapMirror section uses the NetApp

FilerView. To download the System Manager please visit http://now.netapp.com.

Data aggregates should have RAID groups of no less than twelve.

1. Open the NetApp System Manager, and click Aggregates->Create to add a new aggregate on the device.

HetApp System Manager
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type, dsk selection mode and type, disk size etc
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made to the storage system
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2. Choose an aggregate name that reflects the data center that will be using it, along with “XenServer” in the name. This will
also make storage configuration easier when accessed via the XenCenter management interface. Choose the Donble Parity
option if there is an extra disk per RAID group available. This is the recommended RAID-level for the aggregate.

NetApp RAID-DPeis an advanced RAID technology that is provided as the default RAID level on all FAS systems.
RAID-DP protects against the simultaneous loss of two drives in a single RAID group. It is very economical to deploy;

the overhead with default RAID groups is a mere 12.5%. This level of resiliency and storage efficiency makes data residing
on RAID-DP safer than data stored on RAID 5 and more cost effective than RAID 10. NetApp recommends using
RAID-DP on all RAID groups that store XenServer data.

NetApp System Manager
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ik E"m" Name And RAID Details "
G
@ o tics Enter aggregate name, RAID type and disk selection parameters.

Aggregate name: [XenServer_TestDC

RAID type:
' Dual party fecommended)
 RAID4

Tell me more about RAID types
Disk sek
& Alow system to select disks automatically based on the required aggregate size

Name: C Manualy select disks

Status:

RAID type: Disktype: [ATAcrSATA  ¥]

Type: Madmum size:

Root:

Fles: ™ Allow aggregate size to be greaterthan 16 TB (64bit aggregate)
Maimu fies: Tell me more about agaregate size

Checksums:

645 aggrega <MJI Next > I CmudJ

3. Select the disk that will be used for the aggregate. Automaticis selected by default for this section.
4. Choose the disk size to be used in the aggregate. By default .4y Size will be selected.
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HetApp System Manager I

File Action View Help

e #m HE

=Iolx

size of the

Minimum size:  371.88 GB

[T NetApp System Manager [ Create [, Edt X Delete | [F Status » | 5 Refresh
B @ 15v3140.magic.loca
£ B} storage
6 volumes
@ kd Shared Folders
3 s
G qe
@ e CrTTTE—
[ Aggregates Aggregate Size “
&l Y, Configuration (Choose the usable size
= [ Diagrostics NetApp

“You have 5 spare disks to create an aggregate of size between 371,83 GB and 743.75 GB. Choose the

Mesdmum size:  743.75 GB

L=

No of disks: 3 Usable size:  371.88GE
Name:

2

<MI Nm:l

. Click Next and then Commit to create the aggregate.

HetApp System Manager

Fe Action View Help

9|2 ED

[T Netapp System Manager
) 2 15V3140,magic.local
= B storage
Volumes
@ & Shared Folders
D ns
(@l Quotas
(@ Qurees
(2 Disks
_ [E Aggregates
@ 4 Configuration
# B8 Diagnostics

Create Aggregate Wizard

Aggregate Summary
Review the summary before creating your aggregate.

NetApp
The ing tasks will be perf when you start the process:
Aggregate name: XenServer_TestDC al
RAID ype: RAID DP
Block Type: 32 bit aggregate
Disk type: ATA or SATA
Disk count: 3
Usable size: 371.88GB
Total size: 413.19GB
Name: Disk details:
Status: 0c.26 (413.95 GB, ATA. 7200 RPM)
RAID type: 0c27 (41395 GB, ATA, 7200 RPM)
R 03.25(413.95 GB. ATA. 7200 RPM) i=d
ype: ~|
Root: =
Fles: To e g ek N
Checksum:
poresm) <Back [ Net> | cacel |
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Thin Provisioning vs. Thick Provisioning

Thick provisioning preallocates storage; thin provisioning provides storage on demand. Thin provisioning allows the admin to
overprovision storage in order to avoid running out of storage and the associated application downtime when expanding the
provisioned storage. Although no system can be run at 100% storage utilization, there are methods of storage virtualization
that allow administrators to address and oversubscribe storage in the same manner as with server resources (such as CPU,

memory, networking, and so on). This form of storage virtualization is referred to as #hin provisioning.

The value of thin-provisioned storage is that storage is treated as a shared resource pool and is consumed only as each
individual VM requires it. This sharing increases the total utilization rate of storage by eliminating the unused but provisioned
areas of storage that are associated with traditional storage. The drawback to thin provisioning and oversubscribing storage is
that (without the addition of physical storage) if every VM requires its maximum possible storage at the same time, there will
not be enough storage to satisfy the requests present more storage space to the VMs connecting to the SR than is actually
available on the SR. It is important to note that there are no space guarantees, and allocation of a LUN does not claim any
data blocks in the FlexVol until the VM writes data into it.

The following scenarios benefit from thin provisioning

a.  Quick provisioning
b. Not realistic to decide how much storage is required up front
c. Allow storage capacity additions without downtime

NetApp recommends that when you enable NetApp thin provisioning, you also configure storage management policies on the
volumes that contain the thin-provisioned LUNSs. These policies aid in providing the thin-provisioned LUNs with storage
capacity, as they require it. The policies include automatic sizing of a volume and automatic Snapshot deletion.

Volume Auto Size is a policy-based space management feature in Data ONTAP that allows a volume to grow in defined
increments up to a predefined limit when the volume is nearly full. For Citrix environments, NetApp recommends setting this
value to ‘on’. Doing so requires setting the maximum volume and increment size options.

1. Log in to NetApp console.
2. Set Volume Auto Size Policy

Vol autosize <vol-name> [-m <size>[k|m|g|t]][-1 <size>[k|m|g|t]] on.

Snapshot Auto Delete is a policy-based space-management feature that automatically deletes the oldest

Snapshot copies on a volume when that volume is nearly full. NetApp recommends setting this value to delete Snapshot
copies at 5% of available space. In addition, you should set the volume option to have the system attempt to grow the volume
before deleting Snapshot copies.

Log in to NetApp console.
Set Snapshot Auto Delete Policy
3. snap autodelete <vol-name> commitment try trigger

N —

snap autodelete <vol-name> commitment try triggervolume target free space 5
delete order oldest first.
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Fractional Reservation

LUN Fractional Reserve is a policy that is required when you use NetApp Snapshot copies on volumes that contain XenServer
LUNs. This policy defines the amount of additional space reserved to guarantee LUN writes if a volume becomes 100% full.
For XenServer environments where Volume Auto Size and Snapshot Auto delete are in use, NetApp recommends setting this
value to 0%. Otherwise, leave this setting at its default of 100%. To disable Fractional Reserve, follow these steps.

1. Log in to NetApp console.
2. Set Volume Snapshot Fractional Reserve:

vol options <vol-name> fractional reserve 0.

Using NetApp De-duplication

NetApp deduplication reclaims redundant disk space by dividing newly-stored data objects into small blocks, each block
containing a digital signature, which is compared to all other signatures in the data volume. If an exact block match exists, the
duplicate block is discarded and the disk space reclaimed.

Deduplication is enabled on a per flexible volume basis. It can be enabled on any number of flexible volumes in a storage

system. It can be run one of four different ways:

e Scheduled on specific days and at specific times

e Manually, by using the command line

e Automatically, when 20% new data has been written to the volume

e Automatically on the destination volume, when used with SnapVault®

Only one deduplication process can run on a flexible volume at a time.

Up to eight deduplication processes can run concurrently on eight volumes within the same NetApp active-active controller
configuration.

Beginning with Data ONTAP 7.3.1, deduplication checkpoint restart allows a deduplication process that was interrupted to
continue from the last checkpoint. Prior to Data ONTAP 7.3.1, an interrupted deduplication process would result in a restart
of the entire deduplication process. If the system is restarted while deduplication is in process, when the system is once again
online, the deduplication process automatically restarts from the last checkpoint.

Below are some results on the testing NetApp deduplication

e Supported by all storage data access types; iISCSI, FCP & NES
e >70% with virtualization envitonment
e Saves up to 95% for full backups; 25% to 55% for most data sets.

If NetApp deduplication is going to be enabled for the FlexVol® from XenCenter or StorageLink, then note that the volume
size should match the maximum supported deduplication limit for the device.

The maximum flexible volume size limitation for deduplication varies based on the platform (this number depends primarily
on the amount of system memory). When this limit is reached, writes to the volume fail just as they would with any other
volume after it is full.
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This could be important to consider if the flexible volumes are ever moved to a different platform with a smaller maximum
flexible volume size. For current volume limits, please consult TR-3505: NetApp Deduplication for FAS and V-Series
Deployment and Implementation Guide, available at http://www.netapp.com

The maximum shared data limit per volume for deduplication is 16TB, regardless of the platform type. Once this limit is
reached, there is no more deduplication of data in the volume, but writes to the volume continue to work successfully until the
volume is completely full.
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XenServer Shared Storage Configuration Basics

This section covers the best practices for configuring the various available storage options (Data ONTAP, NIS, iSCSI, I'P)
with a NetApp active-active configuration. The recommended storage configuration is to utilize the StorageLink Gateway SR

type since it provides the most optimized performance as well as maximum flexibility in configuration and protocol selection.
Storage Networking
1. Configure physical network infrastructure so that different traffic is on different subnets.

2. Configure a new network to make the bond and/otr VLAN available
3. Create 2 management interface to use the new network

The next few sections will cover how multipathing and NIC bonding can be used for storage networks. The above three steps
will be enumerated in each section.

Storage Multipathing

XenSetver 5.0 onwards Active/Active multipathing for iSCSI and FC protocols for I/O data paths is introduced. It is
recommended to use the following diagram as a guide to configure multipathing (Dynamic MultiPathing or DMP)

Oen en
/ Virtualization Stack \ / Virtualization Stack

[ — VM1 VM2 ,'. VM1 VM2 ’.
Xen Tool Device Q L/ Xen Tool & .
Stack Drivers Stack
Virtual Virtual Virtual Virtual
Disk 0 Disk 0 Disk 0 Disk 0

> 8 %

———= Management Path a a ﬁ ﬁ
— 5 l/O Data Path

FlexVo
@ NIC

Figure 7 Graphical representation of DMP configuration

Dynamic multipathing uses a round-robin mode load balancing algorithm, so both routes will have active traffic on them
during normal operations. Multipathing can be enabled via XenCenter or on the command line. However, before attempting

to enable multipathing, verify that multiple targets are available on your storage server.

XenServer 5.6 and XenServer 5.6 FP 1support ALUA, asymmetric logical unit access. ALUA is a relatively new multipathing
technology for asymmetric arrays. NetApp is ALUA compliant. Note ALUA is only available with fiber channel.
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Dedicate NICs for software iSCSI storage traffic

Please note that some images appear slightly different in XenServer 5.6 than XenServer 5.6 Feature Packl

1. From XenCenter, click on the pool (or standalone server) in the Resourees tab. Click on the Nemwork option followed by the
Configure button

1ol

Ele View Pool Server VM  Storage Templates Tools  Window  Help
e Back - () Forward ~ Add New Server New Pool 1 New Storage [IEl] New vM k__.) Shut Down 3 Reboot ([} Suspend
Show: IServer View o2 - Resource Pool

' No System Alerts

Logoed in as: Local root account |
= €3 XenCenter "Search | General | Memory | Storage  Network |HA | wiB | users | Logs |
= E R-310-1 Pool Networks
E= DVD drives
E= Local storage Networks
£ Removable storage | Name | Description s |Mic | wiaN [ Aum | LinkStatus | MAC | MTU
= & r-310-2 NIC O Yes Connected as:ba:db: 1f:i4d:d1 1500
E= DVD drives =
% Local storage 4 Metwork 1 MNIC 1 - Yes Connected a4:ba:db:1f:4d:d2 1500

= Removable storage

Add Network... Properties Remove Network

Management Interfaces
Click Configure to add, remove or edit your management interfaces.

Server | Interface | Metwork | 1P Address | Subnet mask | Gate: | DMs
R-310-1 Primary Metwork O 10.204.132.15 255.255.255.0  10.204.132.1 10.204.132.12,10.204.6.51
R-310-2 Primary Metwork O 10.204.132.16 255.255.255.0  10.204.132.1 10.204.132.12,10.204.6.51

2. On the Management interfaces section, click on the New Interface button.
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3. Give the new interface a recognizable name, and select the Nezwork you want the dedicated interface on.

X Management Interfaces

Primary

4. Click on the Use these IP settings: radio button and enter a starting IP address for the NICs in the Nezwork.

X Management Interfaces

Primary

New Interface.

5. Repeat the above steps for each NIC dedicated to storage, and click OK

6. Open a console session to the XenServer pool master, and run the zsesiadm command with discovery and sendtargets option.

[root@antisana-v5 ~]# iscsiadm -m discovery --type sendtargets --portal
192.168.2.200
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192.168.2.200:3260,1 ign.1992-08.com.netapp:sn.101173424
192.168.3.200:3260,1 ign.1992-08.com.netapp:sn.101173424

The command returns multiple targets on the NetApp active-active controller configuration showing that the backend
storage device is configured propetly.

Configuring Multipathing for iSCSI

1. Modify /etc/ multipath-enabled.conf file to include the following in the devices section.
device
{
vendor "NETAPP"
product "LUN"
path grouping policy group by prio
getuid callout "/sbin/scsi_id -g -u -s /block/%n"
prio callout "/sbin/mpath prio ontap /dev/%n"
features "l queue if no path"
path checker directio
failback immediate

}

Configuring Multipathing for Fiber Channel

1.

Open a console session to the NetApp active-active controller configuration, set igroup to ALUA.

igroup set <initiator group> alua yes

igroup show -v

Modify /etc/ multipath-enabled.conf file to include the following in the devices section

defaults
{

user friendly names no

max fds max

queue without daemon no
}
devices
{

device/{
vendor "NETAPP"
product "LUN"
getuid callout "/sbin/scsi id -g -u
prio_callout "/sbin/mpath prio_alua
features "1 queue if no path"
hardware handler "O"
path grouping policy group by prio
failback immediate
path checker directio
flush on last del yes

}

}

-s /block/%n"
/dev/%n"
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Enable Multipathing at XenCenter

Please note that some images appear slightly different in XenServer 5.6 than XenServer 5.6 Feature Packl

1. From XenCenter, right click the server in the pool from the Resources pane, and select the option Enter Maintenance

Modk. ..
=1
File Wiew Poal Server WM Storage Templates Tools Windaow Help
e Back - O Forward ~ | @ Add New Server | New Poaol @ New Storage EI New VM | @ Shut Down % Reboot | " Suspend Qf—ﬁtem Alerts: 1
Shows: |5er\.-er View ,O hd | E R-310-1 Logged in as: Local root account |
= ° XenCenter Search IGeneraI I Memoryl Storage I Networkl MICs I Console I Performance I Users I Logs I
= Resource Pool
B-210-1 Qyerview
=@ gﬁ New VM.
& Lo {3l Mew Storage... . .
% Re Import... )‘:’_IN15
= E R-310- - Disks Network
= | Enter Maintenance Mode... | Name Crll=nz= Loty {avg / max KBs) {avg / max KBs)
Lo Reboot 0-1 e ] _
% @ =nee ult install of XenServer 1% of 8 CPUs 561 of 8182 MB 48
& re @ shutDown
Properties
.| | »

Select Enter maintenance mode from the dialog box. Choose any other server node in the pool as the temporary master.

X Enter Maintenance Mode - R-310-1 i |
This operation will migrate all running YMs from this server and transition it into maintenance
mode.

Thiz server is the pool master. Entering maintenance mode will nominate a new master for the
pool, XenCenter will temporarily lose its connection to the pool.

Mew master: IER-310-2 j

Virtual machines on this server:

Enter Maintenance Mode | Cancel

There is a short delay while XenCenter migrates any active virtual machines and unplugs the existing storage; if the server is
a pool master, it will be disconnected and may disappear from the Resources pane temporarily while a new pool master is
assigned.
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2. When connection is restored, click on the server and then the General tab.

_laix

File view Pool Server VM Storage Templates Tools  Window  Help

@ Back - O Forward ~ | % Add New Server | New Pool | Mew Storage MNew VM | @ Shut Down % Reboot w Suspend asﬁtem Alerts: 2

Show: |Server View ,O v “i R-310-1 Loggedin as: Local root account ‘

=] 0 KenCenter "Search General |Memory| Storagel Networkl NICs | Consolel PErﬁ)rmancEI Users I Logs I
() G Resource Podl .
= E R-310-2 Server General Properties
51 DVD drives
% Local storage Properties Expandal  Collapse &l
R ble stol
% SmavaDEE storage Description: Default install of XenServer ﬁ
]

% DVD drives Tags: <None >

% Local storage Folder: <None>

% Removable storage
Pool master: Mo
Enabled: In maintenance mode
iSCSI IQN: ign.2010-12.com.example:5263a3cc
Log destination: Local
Server uptime: 6 days 20 hours 18 minutes
Toolstack uptime: 1 minute
Domain: hzlab.local
uuI: ba905564-7e35-4d 1f-9505-650ffc 119
Management Interfaces | ()
Memory &)
Version Details | ()
License Details || (se)

=l

Click the Properties button and then click on the Multipathing tab. Select the Enable multipathing on this server check box, and click

OK.
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<Mone >

X 'R-310-1' Properties 21X

Ea General Multipathing
. R-310-1 %
% Custom Fields Dynamic multipathing support is available for some types of storage repository.

<Mone >

The server must be in Maintenance Mode before you can change its multipathing setting. This ensures that any running virtual

o Alerts machines with virtual disks in the affected storage repository are migrated before the changes are made.

None defined

¥ Enable multipathing on this server

% Multipathing

Active
@ Power On

Log Destination
Local

There is a short delay while XenCenter saves the new storage configuration.

3. Take the server back out of Maintenance mode by right clicking on the server in the Resources pane and click Exiz

Maintenance Mode.
=
File  View Pool GServer WM Storage Templates Tools Window  Help
e Back - O Forward = | @ Add Mew Server | New Pool MNew Storage New VM | @ Shut Down % Reboot w Suspend aSﬁtem Alerts: 2
Show: | Server View ,O v | @ R-310-1 Logged in as: Local root account |
= ° XenCenter ‘Search General |Memory| Storage I Networkl NICs I Conscle I Performance I Users I Logs I
=] Resource Pool .
= E R-310-2 Server General Properties
% DVD drives
& Local storage Properties Expandal  Collapse all
% Removable storage Description: Default install of ¥enServer ;I
o [ [
E Import... Os: <Mone =
| EdtMaintenance Mode Je=r: <Nene:>
d E
B
@ Reboot | master: Mo
@ Shut Down abled: In maintenance mode
Remove Server from Pool 15T ION: ign. 2010-12,com.example:6263a3cc
destination: Local
Properties
BErver uptime: & days 20 hours 21 minutes
Toolstack uptime: 5 minutes
Domain: hzlab.local
uuID: ba%05564-7235-4d 1f-3505-e650fffc 1119

4. Repeat the above steps for all servers in the pool that multipathing needs to be enabled on.
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NIC Bonding

Please note that some images appear slightly different in XenServer 5.6 than XenServer 5.6 Feature Pack1

NIC bonds can improve XenServer host resiliency by using two physical NICs as if they were one. If one NIC within the
bond fails the host's network traffic will automatically be routed over the second NIC. NIC bonds work in an Active/Active
mode, with traffic balanced between the bonded NICs on XenServer 5.6. On XenServer 5.6 Feature Pack 1, NIC bonds can
work in either an active/active mode, with traffic balanced between the bonded NICs, or in an active/passive mode.

As such, XenServer host NICs should be bonded for NES traffic to the NetApp active-active controller configuration. Itis
recommended to use the following diagram as a guide to configure NIC bonding.

Virtualization Stack Virtualization Stack

[j '. [:] ll
= E & ; = . ; é ; .lj
Stack ; _ Drivers -

———> Management Path mm m m

- /O Data Path FlexVol
@ NIC

Figure 8 Graphical representation of NIC bonding configuration
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1. From XenCenter, click on the pool in the Resources pane (or server if this is a standalone server), and click on the Nezwork

tab.
File  Wiew Pool Server VM
eBad< - Forward -

@ Add New Server

Storage Templates Tools  Window  Help

New Poal @ Mew Storage New VM

\& } Shut Down Reboot u Suspend

=10l x|

a System Alerts: 2

Show: | Server View

fo] v| Resource Pool

Logged in as: Local root account |

= 9 XenCenter
=@
= [ r-3102
% DVD drives
% Local storage
% Removable storage
= [ r-31011
% DVD drives
% Local storage
% Removable storage

-Searchl General | Memory I Storage HA I WLE I Users I Logs I

Pool Networks
Networks
| Name | Description | nIC /| vian | Link Status | MAC | MTU

&y Network 0

Connected

Connected

Add Network... Properties Remave Network

2. Click on the Add Network. .. button. Select the Bonded Network radio button, and click Nexz>.

X New Network - Resource Pool

(3
U?‘l:f] Choose the

asba:db:1fi4d:d1 1500
a%baidb:1fi4d:d2 1500

=101 x]

type of network to create

Select Type Select the type of new network you would like to create:

" External Network
Create a network that passes traffic over one of your VLANs.

" Single-Server Private Network

Create a network that does not leave each XenServer host,

This can be used as a private connection between YMs on the same host.
(g Cross-Server Private Network

Create a network that does not leave the XenServer pool.
Thiz can be used as a private connection between YMs in the pool.
This type of network requires the vSwitch Controller to be running.

' Bonded Network

Create a network that bonds together two of your NICs.
Thiz will create a single higher performing channel.

< Previous | Mext = I

Einmisty

Cancel |
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3. Select the NICs that need to be bonded from the Available NICs pane. Click Finish.

RI=EY
éj}" Select bers f h bonded k
E‘] »\SJ memi rs for the new 1 networl 9

Select Type

Bond Members

Select the NICs you would like to use in this bond and confirm whether this netwark should be added to new VMs.

Iélgkms | Speed ‘ Duplex Vendor Device

| NIC ‘ MAC PCI Bus Path

W NICO  adbadb:ifdd:01 Connected
7 NI a4ba:db:1f:4d:02 Connected

Broadcom Corporation  Mettreme |1 BCI 6 Gigabit Ethemet 0000:02:00.0

1000 Mbit/s Full Broadcom Corporation  Met*treme || BCM5716 Gigabit Ethemet 0000:02:00.1

Mru: |1500 3:

™ Automatically add this network to new virtual machines

< Previous Mext =

4. 'This will create a new network named Bond 0 + 1.

Eile View Fool Server WM

eﬁack -

Forward = Add New Server

(=1

Templates  Tools Window Help

New Pool 53 New Storage [l New vM Shut Down Reboot ({[J) Suspend

@ System Alerts: 3

Show: I Server View

D - | Resource Pool

Logged in as: Local root account |

= Q XenCenter
=

= & r-310-2

% DVD drives

% Local storage

% Removable storage
2 B r-3101

% DWD drives

% Local storage

% Removable storage

Search I General I Memary | Storage Metwork |HA | WLB I Users I Logs I

Pool Networks

Networks

| Mame | Description | MIc ¢ | vLaAN | Auto

| Link Status | Mmac | MTU

#—k Bond 0+1

Bond O+1 -

Add Metwork.. . Properties Remove Network

Management Interfaces

Click Configure to add, remove or edit your management interfaces.

Server | Interface | Metworlk: | 1P Address | Subnet mask | Gateway | DS
R-310-2 Primary Bond 0+1 10.204.132.16 255.255.255.0 10.204.132.1 10.204.132.12,10.204.6.51
R-310-1 Primary Bond 0+1 10.204.132.15 255.255.255.0 10.204.132.1 10.204.132.12,10.204.6.51

Configure... |
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5. Select Bond 0 + 1, and click the Properties button to give the new network a more meaningful name and description.

Server WM

File  View  Pool

=10l x|

Storage  Templates Tools  Window  Help

e Back - Forward = @ Add New Server New Pool @ Mew Storage New VM @ Shut Down % Reboot u Suspend QSEtem Alerts: 5
Show: | Server View p - ‘ E R515 Logged in as: Local root account |
=] 9 XenCenter "search I General I Memory I Storage MNetwork INICS I Console I Performance | Users I Logs I
= i Resource Pool
o [ r-3102 Server Networks
% DVD drives
% Local storage Networks
5 Removable storage | Name | Desaription |nic_ s | vian | Auto | Link Status | MTU
B E R-310-1 & Bond 0+1 NFS Storage Traffic Bond 0+1 - Connected - =
% DVD drives =
% Local storage 4 Metwork 2 MIC 2 - Yes Disconnected  00:05:1e:f4:c9:95 1500
% Removable storage L2 Network 3 NIC 3 - es Disconnected  00:05:1e:f4:c9:96 1500
S
% DVD drives
Local storage
% Removable storage Add Metwark. .. Properties Remaove MNetwork

Management Interfaces

Click Configure to add, remove or edit your management interfaces.

Seryver | Interface
R515 Primary

| Metwork:
Bond 0+1

| 1P Address | Subnet mask
10.204.151.60 255.255.255.0

| Gate: | oNs
10.304.151.1 10.204.151.12,10.204.6.51

6. On the Management interfaces section, click on the Configure, and select New Interface button

X Management Interfaces 2 x|
“You can configure the primary management interface on server "R515" here, You can also configure additional management interfaces, for example, for
storage or ather types of traffic.
ﬁgh Primary Pri
rima
Bond 041 ﬁgh y

MNetwaork: I Bond 0+1 j
—MNetwork settings

¢ Automatically obtain network settings using DHCP
¥ Use these network settings:
IP address: |10.204.151.6[J
Subnet mask: |255.255.255.0
Gateway: |10.204.151.1

Preferred DNS server: |10-2°4-151- 12

Alternate DNS server: |1[J.2[J4.6.51

MNew Interface | oK Cancel |
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7. Click on New Interfaces in the Management interfaces wizard.

8. Give the new interface a name, and choose the Neswork created in previous steps from the drop down. Click OK.

X Management Interfaces ﬂil

‘You can configure the primary management interface on each server in pool "Resource Pool™ here. You can also configure additional management interfaces,
for example, for storage or other types of traffic.

Primary Int
erface 1
ﬁEh MFS Storage Traffic #b

MF5 Storage Traffic

NF5 Storage Traffic
Mame: INFS Storage Traffic
Metwork: | MFS Storage Traffic (in use by Primary) j
Network 0

—MNetwork settings

" Automatically obtain network settings using DHCP
{+ Use these network settings:

IP address range: IlD-ZU4-151-GD to 10.204.151.61

Subret mask: |255.255.255.0
Gateway: |10-204.151.1

Remove this Interface |
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Integrated StoragelLink SR configuration

You can now use XenCenter to create new Storage Repositories (SRs) that use the existing Storagelink storage infrastructure,

allowing you to access a range of different native storage services using any of the leading architectures and protocols,

including DAS, NAS, SAN;, iSCSI and Fibre Channel. XenCentet's new StorageLink SR management capabilities allow you to

create, remove and use StorageLink SRs without having to install the StorageLink Manager. From XenCenter, you can:

e View Storagelink servers and storage architecture — storage systems, pools, volumes, and SRs — in the Resources
pane. Here, you can see information about arrays including capabilities, name, and serial number, and also see the
amount of free space and capacity on your storage volumes and pools.

e View, add and remove Storage credentials.
e Connect to a StorageLink license server.
e Create and destroy SRs on storage managed by StorageLink.

Installation and configuration of the StorageLink service must be done outside of XenCenter; for more information, please
refer to the Storagelink documentation.
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Shared Storage using StorageLink Gateway

Please note that some images appear slightly different in XenServer 5.6 than XenServer 5.6 Feature Pack1

Use of the StorageLink Gateway for shared storage is the recommended approach for deployments of XenServer with
NetApp. This type of storage repository is available with Citrix XenServer, Enterprise Edition, Platinum Edition and requires
the installation of the StorageLink Gateway service on a Windows Server virtual machine or physical server. In addition to
XenServer, StorageLink Gateway also supports Hyper-V hosts and provides storage interoperability between the two
platforms. As mentioned before, the StorageLink Gateway only serves as a broker, and is not part of the data path between a
XenServer host and the NetApp storage infrastructure.

If installing the StorageLink Gateway on a XenServer virtual machine, the virtual machine disks will need to be connected via a
standard NI'S, iSCSI, or Hardware HBA storage repository type. For highly available configurations, it is recommended that
StorageLink be implemented in an isolated resource pool and using an iSCSI or Hardware HBA storage repository type
(ideally the same SR used for the XenServer HA heartbeat disk). The StorageLink Gateway services do not need to be

available while VMs are running, however many operations such as VM start require the service for a short period of time.

Once the StorageLink Gateway Service and Manager (management console) have been installed on a virtual machine or

physical server, the following process can be followed to create the storage repository.

1. Open the StorageLink Manager console.
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% Citrix StorageLink Manager - [Console Root\Citrix StoragelLi Manager]
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Details
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Citrix StorageLink Gateway (CSLG) automates the configuration
and delivery of application storage resources to physical hosts and
wvirtual machines,

Getting started tasks:
Connect to Citrix Storagelink Gateway
Add Hypervisor Host
Add Storage Systems

Configuration tasks:
Create Storage Repository

Create Storage Profile
Create Yirtual Machine Template

Common tasks:
Create Virtual Machine(s)

Citrix Storagelink Manager -

ﬂ Connect...

Change password...

Set License Server Location
Refresh

Rescan

Create Virtual Machine(s)
Create Storage Repository
Alerts

Alert Options

Save Log As...

About...

View

Help

2. Click “Connect to the StorageLink Gateway” in the center pane, and enter the credentials entered during installation.
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A, Citrix Storagelink Manager - [Console Root\Citrix StorageLink Manager]
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Add the Hypervisor hosts. Use the name or IP address of the XenServer resource pool master and the XenServer root
credentials. (Note: if you receive a networking error during this step, you may need to temporarily remove NIC bonds

from your XenServer host(s). The bonds can be recreated once the hosts have been added to the StorageLink Manager.)
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Common tasks:
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4. Once all of the XenServer hosts have been enumerated, your screen should look something like this:
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5. Next, add the NetApp storage active-active controller configuration. Select the “Storage Infrastructure” tab and then
“Add Storage System.”
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6. After the storage system has been discovered, your screen should look similar to this. You will see the any aggregates on
the NetApp active-active controller configuration within the StorageLink Manager console (in this case XS1 and Vol0)

7. Create the Storage Repository. Click on the “Create Storage Repository” link in the middle pane.
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*\ Citrix StorageLink Manager - [Console Root\Citrix Storagelink Manager : [10.204.132.33]] N ] 5
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8. After clicking “Finish” an SR named “StorageLink Gateway” (or whatever name you specified) will be visible within both

the StorageLink Manager as well as XenCenter, similar to what is shown below.
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9. In addition, a new volume will be created on the NetApp aggregate selected in step 7. The name of this new volume will

start with the name of the SR.

10. At this point, the StorageLink Manger console will not be required for regular administration activities. The StorageLink
Gateway service does need to be running for many VM operations within XenCenter.
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11. When new VMs are created on the storage repository, the StorageLink Gateway will automatically provision LUNs on the
NetApp active-active controller configuration. For example, after using XenCenter to create a new Debian VM with two
disks (one 4 GB and another 512 MB), the following two LUNs will be visible in NetApp FilerView or via NetApp

System Manager:
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Multiple LUNs are selected. A single LUN must be selected to see its detail properties

12. If a virtual machine snapshot is performed from XenCenter, additional LUNs will be visible in FilerView or NetApp
System Manager with a “snapXX” appended to the name, similar to below:
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45



CITRIX

Citrix XenServer and NetApp Storage Best Practices

Shared Storage using the direct StorageLink Adapter for NetApp

Please note that some images appear slightly different in XenServer 5.6 than XenServer 5.6 Feature Pack]

The direct StorageLink adapter for NetApp was first introduced in XenServer 4.1. While it is still available in XenServer 5.5,
XenServer 5.6, and now on XenServer 5.6 Feature Pack 1, it is primarily intended to maintain backward compatibility with
pre-5.5, 5.6 and 5.6 FP1 deployments. For the new XenServer 5.6 FP 1 deployments, it is recommended to use the
StorageLink Gateway.

The direct StorageLink-NetApp storage repository uses NetApp Data ONTAP for its control path, with in-band configuration
and management of the data path via the host software initiator. The only backend NetApp storage configuration required is
to create an aggregate that will house the FlexVols used by this storage repository type. See Appendix B for information for
security considerations to allow XenServer administrators to have root access to the device to be able to provision FlexVols
and generate Snapshots on the device.

1. For using NetApp Data ONTAP to create the storage repository, in XenCenter, choose New Storage. Select Advanced
Storagel_ink technology . Select NetApp

X Mew Storage Repository - Resource Pool ;Iglﬁl

Enter the name, description and storage system for the new storage repository 9

Type Select a name and optional description for your new storage, then select the type of storage system you would like to
Location add.
- Name and Storage System
Name: INetApp Virtual disk storage|
- Settings
Description:
Storage system: | MetApp j

Citrix Storagelink Gateway is a storage management technology which enables automated discovery
and one-dick access to native storage services using any of the leading storage architectures and
protocols, induding DAS, MNAS, SAN, i5CSI and Fibre Channel,

Configure the Citrix Storagelink Gateway Server connection

< Previous | Mext = I FEinish Cancel
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2. Provide the name of the device (or its IP address), and authentication credentials. If CHAP is required, then select Use

CHAP and provide the username and password. CHAP is only required if there is a security requirement between the
NetApp storage and the XenServer.

=
% Enter the NetApp filer details a
Type Provide the address where your storage is located and the credentials required to access the storage.
Location
Name and Storage System NetApp fler address: |1n.zn4.n‘1
- NetApp filer Username: |mot
- Reattach SR/MNew SR Password: |.-.-.-.-

Use CHAP authentication

cHAP User: |

CHAP gecret: |

ciTRIX

< Previous | Mext = I Einish | Cancel |

%

Note, the device manages CHAP authentication credentials per host IQN. This must be managed and configured directly
on the device if required.

The NetApp Data ONTAP adapter will poll the device for existing aggregates. Choose the aggregate to create the storage
repository in. If thin provisioning is required, then check the box entitled Use NezApp thin provisioning. With thin
provisioning, it is also possible to make enable deduplication on the backend.

Thin provisioning is a very useful space conserving mechanism for Virtual Machine disk storage, since many Virtual
Machines are likely to significantly under-utilize all the virtual disk space allocated. Furthermore, NetApp deduplication
can be very effective where many VMs contain the same, or similar, Operating System, and there is likely to be a
significant amount of duplication of data across disks. Selecting Use NetApp thin provisioning with Enable FAS' deduplication
can significantly reduce the amount of space required on disk. Note, however that there are no space guarantees when
operating in thin provisioning mode, so it is quite feasible to over-provision the amount of allocated space. 1f an over-
provisioned aggregate runs out of space, a LUN will be forcibly set offline when any data writes are received which may
cause a Virtual Machine to crash. Management of space usage can be greatly improved by utilizing the NetApp Data
ONTAP alert mechanisms. Alternatively, Virtual Machine disk space can be guaranteed by disabling thin provisioning.

Deduplication is enabled on a volume, and the amount of data deduplication realized is based on the commonality of the
data stored in a deduplication-enabled volume. For the largest storage savings, NetApp recommends grouping similar
operating systems and similar applications into one volume. For deduplication best practices, including scheduling and
performance considerations, see TR 3505 NetApp FAS Dedupe: Data Deduplication Deployment and Implementation
Guide.

When we consider how many volumes we create, we need to consider the total VM number, backup strategy and space
saving. The more same OS VMs in one volume, the more deduplication storage saving. NetApp recommends grouping
VMs with similar backup requirement in other words VMs with the same snapshot schedule in one volume.

47



CITRIX

Citrix XenServer and NetApp Storage Best Practices

For example, a 1000 virtual desktops environment, we can put the 250 VMs in one volume and have 4 volumes to host
the 1000 VMs. And use SnapMirror to backup gold image volume to disaster recovery site storage. Another example, we
can use one volume to host 100 VMs if all the VMs have same snapshot backup requirement.

X New Storage Repository - Resource Pool o] =]
% Enter the NetApp filer details 2]
Type " Reattach one of the existing SRs on the filer:

Location SR Metapp Virtual disk storage on Resource Pool

Mame and Storage System
- MetApp filer
- Reattach SR/New SR ¢ Create a new SR on the following agaregate:

| 4-515 capable
raid_dp
Mumber of FlexVols to use: Is Eﬁ Help me choose ¥ Use NetApp thin provisioning
[V Enable ONTAP deduplication
Port: |30 =
. ) [~ UseHTTRS or |
CiTRIX
< Previous | Mext = I Einish Cancel
4
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NOTE: If multipathing is enabled, the NetApp SR in XenCenter will show multipathing as Noz_Active. The reason is that the
NetApp SR type is a LUN-per-VDI model, and no LUNs or VDIs exist when the SR is created.

Fle  View Pool Server VM  Storage Templates Tools  Window  Help

=10l x|

@ Back - Forward - Add Mew Server New Pool @ New Storage E New VM ( Shut Down Reboot ] ’_‘ Suspend +ff Mo System Alerts
Show: ISEFVEF View ,O v | % NetApp Virtual disk storage Logged in as: Local root account |
= 6 ¥enCenter General |Storage I Logs I
= Resource Poal )
B E‘ R-310-2 Storage General Properties
% DVD drives

% Local storage Properties |

% Removable storage
B E R-310-1 Folder: <MNone >

% DVD drives Type: MetApp
% Local storage

Size: 1433.7 GB uzed of 2472.8 GB total (0B allocated)
% Removable storage
SCSIID:
L. 78ba35b0-1aff-4867-90b3-19d7ec22305
E Haikel-¥en
Status
R-310-1: Connected
R-310-2: Connected

Multipathing

Mot active

R-310-2: Mot active

Expand all Collapse all

=]

K

However, once a VM has been created with VDI’s attached and is started up, XenCenter will show multipathing as Aezive.

Henceforth, the SR will remain in multipath mode.
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Window Help

FEile View Pool Server VM  Storage Templates Tools
e Back - Forward - Add New Server

MNew Pool @ MNew Storage 'EI MNew VM
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= [ r-310-1
@ Demao Linux VM (1)
% DVD drives Properties |

% Local storage
% Removable storage
= & r-310-2

General

[E@ Demo Linux vM (3) MName:
@ Demo Linux VM (4)

Description:
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MetApp Virtual SCSIID:
Storagelink Gateway

E Haikel-Xen —
€ StorageLink (10.204.132.33)
Status
State:
r-310-1:
R-310-2:
Multipathing

Demo Linux VM (1):
R-310-2:
Demo Linux VM (3):

Demo Linux VM (4):

Storage General Properties

Expand all Collapse all

MNetApp Virtual disk storage

MetApp SR [10.204.151.15 (X51)]

<Mone>

<Mone>

MetApp

1596.8 GB used of 2472.8 GB total {28 GB allocated)
WonscZaeqyyd,WenscZaeqyaf, WoIn8cZaZrBis, Wan8cZaZrBsX, WonscZaY fiwp, Wan8cZaYaGD-, Won8cZaYaGPc, WonscZ:

78ba35b0-1aff-4867-90b3-19d7ec223f05

Ok
Connected

Connected

(Al

1 of 1 paths active {2 iSCSI sessions)

Active
1 of 1 paths active {1i5C5I sessions)

1 of 1 paths active {1i5CSI sessions)

Identifying XenServer objects on the NetApp active-active controller configuration

Please note that some images appear slightly different in XenServer 5.6 than XenServer 5.6 Feature Pack]

The NetApp SR is mapped to a FlexVol in the NetApp active-active controller configuration. Each VDI is represented as a

LUN within a FlexVol, with VDI’s of the same VM being within a single FlexVol.

When the NetApp SR is created in Direct StorageLink-NetApp Adapter, the FlexVols created on the NetApp active-active controller

configuration follow a naming pattern:

XenStorage_ UUID_FVn#

where UUID is the UUID of the NetApp SR in XenServer, and 7 is the FlexVol number

The LUNSs that are created within the FlexVol use as their name the UUID of the VDI that they represent.

When the NetApp SR is created in the Storagelink gateway, the FlexVol created on the NetApp active-active controller

configuration follows a naming pattern: <CustomizedName>_UUID.
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To view the FlexVols that correspond to the NetApp SR

1. In XenServer console, get the UUID of the NetApp SR using the xe s-/ist command.

“I# xe sr—list type=netapp
: ?8ba35h0-1aff-4867-90b3-1947ecZZ23f05
name—label RW): HetApp Virtwal disk storage
name—description RUY: Hetnpp SR [10_204.151.15 (X51311

host RO): <shared>
type ROY: metapp
content—type ROJ:

2. On the NetApp System Manager, click on Iolumes.

JR1=TES

Eile  Action View Help |

e = 2= HEE |

I Netapp System ManacfShow/Hide Action Pane jeate Edit X Delete | Refresh | B Status ~ 1) Snapshot ~ | Resize ‘ﬂ«JDEduph(ath -
= I 15V3140.magic.local
= B} storage Name: | Aggregate Status Available space Used % Total space -
£ volumes StorageLink_Gateway__f4d5d7ch X51 orlins 478GB 18 729GB
]
S fc;’e“-‘ Folders UCS_FCoE_2 X51 online 1007.27 MB 28 8GE
Al LUNS UCS_NFS_1 *51 online 14358 GB 150 GB
<f] Quotas =
Qtrees UCS_NFS_2 51 online 2GB 8GB
= Disks UCSTemp1 %51 anline 1.2GB 100GE
[ Aggregates voll arline 367.59GB 371,86 GB
4 Configuration 3 B "_90b3_19d7ec22305_FVD XS online

|E8 Diagnostics 8063 _19d7ec223f05_FV1 XS oriine

50b3_19d7ec22305_FV2 XS online
867_90b3_19d7ec22305_FV3 online
867_90b3_19d7ec22305_FV4 online
90b3_19d7ec22305_FVS online
90b3_19d7ec22305_FVE online
" 80b3_19d7ec223%05_FV7  {XS online

FREREEE S

Deduplication properties ——— [~ Last run details
Enabled:  {multiple values) Start time: ({muttiple values)
Mode {fmultiple values) End time: {muttiple values)
Status: {multiple values) Space saved (multiple values)
Type: {multiple values) Space saved (%) (multiple values)
Graph legend

Used data space Availzble data space 8 Snapshot overflow
8  Used Snapshot space Available Snapshot space

Detal\sl Space | Snapshot Copies  Deduplication |

In the NetApp System Manager above, XenStorage_78ba3500_1aff 4867 _90b3_19d7ec223/05_F170 to
XenStorage_78ba35b0_1aff 4867 _90b3_19d7ec223f05_F177 are the FlexVols that make up the NetApp SR which has UUID
78ba35b0-1aff-4867-90b3-19d7ec223£05.

On the NetApp active-active controller configuration, the FlexVol can also be displayed using the ONTAP CLI command.

vol status

un
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To view the LUNs associated with the VDIs in the NetApp SR

1.

l==uunid, is—a—snapshot
wid ¢ RO)
iz—a-snapshot ¢ RO

wid ¢ RO2
is—a—snapshot ( RO

wid ¢ ROJ
is—a—-snapshot ( R

wid ¢ RO

wid ¢ RO
is—a—snapshot ( RO

is—a—-snapshot ( ROJ):

ab58cZd f—8e5Sb—4eZf—

false

Z9Z2b393c—fH3c—1Z2A0—

fal=se

251491465073 —4f80—

false

dd620ef3—09cf—4549—

false

In XenServer console, get the UUID of VDIs created on the NetApp SR using the xe »di-/ist command.

90f2—-c47388dabbIb

a306—db5a881deblb

af57-Z26cIc?h02dde

b9a?-eb33cd5co1dl

TdateZZ?-83b4—48fc—9934-432979cf2c38

false

2. In the NetApp System Manager, click on LUNs->Manage.

File Acton View Help

|y i MetApp System Manager

@r—310-1 T1I# xe udi—-list sr-mname—label=NetApps Virtuals disks storage param

=lolx|

&= %[m| 5w

ﬂ MetApp System Manager
= 15V3140.magic.local
= E} Storage
B volumes
ket shared Folders
1 Luns
u|| Quotas
Qtrees
=] Disks
Aggregates
QQ Configuration
|E8 Diagnostics

LUN Management | niiator Groups |

[2 create [ Edit X Delete ] Status ~ () Manage Snapshot Refresh

MName Container Path Status Size Type o
31210984_Zecd_4638_bh563_01f07035071b_snapl0 Avol/Storagelink_Gateway_ f4d5d7ch COnline 400GE Linwoe
6324b475 744 4655_B1f4_Hbd55388bda Avol/Storagelink_Gateway_ f4d5d7ch Online 512.00 MB | Linwe
volD Avol/UCS_FCoE_2 Cffline 700GE Hen
vol0 Avol/UCSTemp Online S58.00GE |X¥en
ele%e8b5-dald-4d45-adlb-5b 1440cThd3e /vol/¥enStorage_78ba3bbl_1aff_4867_50b3_15d7ec22305_FVD | Online 400GB
f61bf64d-1504-4c0b-b468-3822450c576F /vol/¥enStorage_78ba3bbl_1aff_4867_50b3_15d7ec22305_FVD | Online 512.00 MB
2920393c463c-42d0-a306-db5aB81de16 /vol/¥enStorage_78ba3bbl_1aff_4867_50b3_15d7ec22305_FV2 | Online 10.00 GB
ab5B8c2df-8e5b-d4e 2-90F2-c47388dabb b Jvol/¥enStorage_78badbbl_1aff_4867_90b3_19d7ec22¥05_FV4  |Online
dd620e83-05cf-4549-b59a7-2633cd 5cl1d1 /vol/¥enStorage_78ba3bbl_1aff_4867_50b3_15d7ec22305_FV4 | Online 512.00 MB
Tdade227-83b4-48fc-9934-4329759cf 2c38 /vol/¥enStorage_78ba3bbl_1aff_4867_50b3_15d7ec22305_FV4 | Online 512.00 MB
251d91d6-5073-480-af57-26c5c 7502dde /vol/¥enStorage_78ba3bbl_1aff_4867_50b3_15d7ec22305_FV4 | Online 400GB
6a061e38-e8d2-4cec-bbbB-96ee3101653 /vol/¥enStorage_78ba3bbl_1aff_4867_50b3_15d7ec22305_FV5S | Online 512.00 MB
5e631437-9bde-4b40-b 7da-cb 140d51b7dS /vol/¥enStorage_78ba3bbl_1aff_4867_50b3_15d7ec22305_FV5S | Online 400GB =
— LUN prop

Mame: ab58c2df-Bebb-de X -50F2-c4738E Initigtors: ign.2010-12 com example 6263a3cc _I

Status: Online Group : LUN ID:  ( ¥enStorage-ign.2010-12.com example:6263a3c

Size: 400GB Serial number:  W9n8cZaZrBSX

Type: Mourt point:

60Ty =TI (R ol Xen Storage78balbbl 1aff 4867 S0b3 19d7ecZ2¥05

Description: SRCI2011-1-20:16:26:10

In the above example, /V()l/XCﬁSt()ragcf78ba35b()7laff7486779()b3719d7ec223f()57FV4 is the LUN that represents the VDI
with UUID ab58c2df-8e5b-4e2f-90f2-c47388dabb9b.

u
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On the NetApp active-active controller configuration, the LUNs can also be displayed via ONTAP CLI command.

lun show

Configuration Shared NAS using NFS

Please note that some images appear slightly different in XenServer 5.6 than XenServer 5.6 Feature Packl

To use the NetApp active-active controller configuration as a shared NAS storage option using NES, it is recommended that a

separate volume be created for VDI storage. To do so:

1. Open the NetApp System Manager and discover the NetApp Filer.
2. Click on Volumes, and then Create to open the 1 olume Wizard.
3. Click Nexzand select the volume type as Flexible.

4. Itis recommended to give a name that the NetApp storage server’s automatic support system can identify as specific to
XenServer storage, for example, a name such as “XenServer NFS_Storage” would be appropriate.

5. Select NAS for Storage type and choose the appropriate aggregate.

6. Set the size required for the NFS SR. If snapshots are not required, you can set 0% snapshot reserve to save space

. _ netapp Syste: S =T

File Acton Wwiew Help |

== | =[] H &

W neace Sreemmiansos [ e =
= ISV3140.magic.local P —
= Storage MNam= Details i =
e r— eem——(—
‘5‘; Shared Folders SPORE_iSCS Name [FenSarver_MFS_storags 300 GB
28 Cuotas SPORE_iSCS - = 300 GB
Qtrees SPORE_MFS SEIEERE M 0L 300 GB
lad e SPORE_NFS Used for NFS or CIFS access 200 &b
. Aggregates StorageLink_  SAN 7.23GB
“, Configuration UCS_FCoE_z Used for FCP or iSCS| access. 2 GE
|E8 Diagnostics
UCS_NFS_1 Pogregete: [51 =] 150 GB N
UCS_NFS_2 8 GB
UCSTemp1 Size 100 GB
wold Total volume size: |1 IGB ~] Madimum 873.61 GB 371.86 GB
XenStorage_ 24178
HenStorage_ Snapshot reserve (%) : |0 = 2.41TE =
Percertage of the total volume size to be reserved for storing Snapshot copies.
Name:
Status
Type: Data space: 1.00 GB
o Snapshot space: 0.00 GB
Clone pars

Clone chilc

Deduplicat Create cancel |

Details |SDace | Snapshot Copies | Deduplication |

u
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7. Under the Space settings tab, for storage saving, you can select “None” for Space Guarantee

|, NetApp System Manager =10l x|

File Acton View Help

L Al Bl
T Nethpp System Manager | e

[E E I5V3140.magic.local

= Storage "Detas Space seffings |Quotas| d % | Total space
H volumes
ke shared Folders r— Deduplication
3 LUNs W Enable
Quotas Enable deduplication on this volume. Deduplication will occur daity at
Qtrees midright.
2§l:egates When should | use deduplication?
ék Configuration
|E8 Diagnostics —Guarantee
© Volume

Data ONTAP pre-allocates space in the aggregate for the volume. The
pre-allocated space cannot be allocated to any other volume in that aggregate.

" File
Data ONTAP pre-allocates space in the volume so that any file in the volume
with space reservation enabled can be completely rewritten, even i its blocks
are pinned for a Snapshet copy.

& MNone
Data ONTAP reserves no extra space for the volume. Writes to LUNs or files
contained by that volume could fail if the containing aggregate does not have
enough available space to accommodate the write.

How do | choose the comect seftings for space quarantee on a volume?

o

Details |Space| Snapshot Copies| Deduplication |

8. Click Create to create the FlexVol.
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i W MetApp System Manager = EI|5|
File Acton View Help
Il NetApp System Manager [ Creste [ Edit X Deletz | ¥} Refrssh [ Status » () Snspshot ~ |[{fResize | oo Dedupication +
= 15V3140. magic.local
B B} storage . Available -
8 volumes MName Agaregate Status et Used % Total space
£ Shared Folders UCS_NFS_2 X51 anline 8GB 0 8GB
:ﬂ LUNs UCSTemp1 X51 online 1.8GB 58 100 GB
Quotas vold online 367.99GB 1 371.86GB
Qtrees - -
X Disks (enServer_NFS & onling
Aggregates ¥enStorage_78ba35b0_1aff_4867_30b3_13d7ecZ2305_F .. |X51 online 8736GB 65 241TB
é\ Configuration XenStorage_78ba35bl0_1aff_4867_90b3_19d7ec223f05 F.. |X51 onling 8736GB 65 241 TB
B8 Diagnostics XenStorage_78ba35b0_1aff_4867_90b3_19d7ec22¥05_F . |XS1 orine 8736GH &5 24178
XenStorage_78ba35b0_1aff_4867_90b3_19d7ec223f05 F.. |X51 onling 8736GB 65 241 TB
XenStorage_78ba35b0_1aff_4867_90b3_19d7ec22¥05_F . |XS1 orline 8736GB 65 24178
XenStorage_78ba35b0_1aff_4867_90b3_19d7ec22305 F.. |X51 onling 8736GB 65 241 TB
¥enStorage_78ba35b0_1aff_4867_90b3_19d7ec22305_F .. |X51 onling 8736GB 65 241TB
¥enStorage_78ba35b0_1aff_4867_90b3_13d7ec22305 F.. |XS1 online 8736GB 65 241TB =
Name: HenServer_NFS_Storage Guarartes: none
Status: © online Maximumn files: a2z
Type: Flexible: Curmert files: 96
Root: Mo Character encoding:  en (English)
Clone parent: MNA Create unicode: Yes
Clore children: ~ NA Convert unicode: Yes

Deduplication: Disabled

9. To create an NES export on the above volume, select Shared Folder->Shares/ Exports. Click on Create.

etApp Syste: lager

File Acton View Help

=10] x|

&= s[mlEE

n NetApp System Manager
= ISV3140.magic.local
= Storage
B volumes
B kaf Shared Folders

Sessions
A Luns
faf] Quotas
Qtrees
=1 Disks
Aggregates
a é\ C‘onﬁguraﬁon
&' Network
“§ Protocols
P security
Q\ System Tools
= |E@ Disgnostics
CIFS

= Shares/Exports.

-g& Local Users and Groups

[ Create [ Edit [ Browse Stop Sharing ‘G Refresh

Share name

Welcome to the Create Share and
Export Wizard

This wizard helps you share a storage system folderas a
Windows share or NFS export so that it can be accessed by
people on other computers in your network or workgroup

@ Create [&]
Export name
Aol /NFS_test_uc
Aol /SPORE_iSC
ol /SPORE_iSC.
ol /SPORE_MF!
#wol /SPORE_MF
Aol /UCS_FCoE_
ol /UCS_NFS_2

Leam more about Windows Shares and NFS Exports

Click Next to cortinue.

Aol /UCSTempl

/| Shared path | Description | Mapdmum users Caching
cs |7 | Remote Admiistration |
ETCS eate Share and Export rd il

ger [0

AvolAvoll
#vol/voll/home

e Cancel |

10. Click browse to choose from a list of Shates/Exports.
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e
Fle Acton View Help
e[|
Il MetApp System Manager -
i Create | Edit Brow: Stop Shi 3 Refresh
= B 15V3140.magic.local Bom g e S B
E] Storage Share name # | Shared path | Description | Maxdmum users Caching
8 volumes cs [/ [ Remete, Administration [
[ ke Shared Folders = (W Create Share and Export Wizard x|
| Shares/Exports
Sessions HOME Shared Folder Location "
) LUNs Specify the folder you want to share |
f&f Quotas Netapp
Qtrees
=] Disks System name:
Aguregates IIS\:‘SHﬂmag\cJoca\
= ek Configuration
143 Local Lsers and Groups Folderto share: | Bowse |
&' Netwark
" Protocols =
9 Security [# Creste
é\ System Toals Export nal fnous user [0
B (8 Diagnostics Arol/NFS
CIFS =
& Hvol/SPOI
Hval/SPOE
Hval/SPOI
Aval/SPOI
Avol/UCS.
Avol/UCS
Awal/UCS™
Aolfvold <Back Het Cancel |
FwolivolDs

11. Select the “XenServer_ NFS_Storage” export created in step8 and click ok and click Next.

-I0ix
File Action View Help
e
n MetApp System Manager = . . .
% Create o Edit Brow: Stop Shi 3 Refresh
= 15V3140.magic.local [4; == il e EEas |\_a =
= Storage Share name /| Shared path | Description | Madmum users Caching
B volumes Ce [/ | Bemate Administration [
El & shared Folders Syery Browse For Folder - ol x|
B2 Shares/Exports
Sessions HOME  Select the folder you want to share
@l LUNs
{3l Quotas (L oot (15V3140.magic local) -
Qtrees : %51
O Disks 8 MFS_test_ucs
Aggregates 8 SPORE_?SCSI_‘I
= Q\ Configuration & SPORE_ISCSI_2
}!& Local Users and Groups 8 SPORE_NFS_1
@' Network L © SPORE_NF5_2
% Protocols 8 Storagelink_Gateway_f4d5d7ch
@ Security [ cre: & UCS_FCoE.2
“—7\ System Tools Export © UCS_NFS_1 us user [D
[ (B8 Diagnostics Aal/N B uCs_NFs_2
E? cFs B ucsTempl
Aval/S B wvold
Aol/S | e 8 3 - NFS_. ge
AvoldS - XenStorane 7Bhaifhil 1aff 48R7 S0h3 19d7ec??2¥05 FUN j
fvol/S Folder: I/vul/XenSenrer_NFS_Stumge
Aol/U
U Make new folder_| ok | cancel |
Aol/U &
AvolsvolD Avolsvall 0
AvolfvolD/home AvolfvolD/home
? A server_MFS_Storage

12. Select the NFS check box and give it a new export name, in this case ““/vol/XenServer NFS_Storagel”

and click Next.
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L . NetApp System nager =10 x|
File  Action View Help
== HmH
I MetApp System Manager = =
| Create [ Edit Brow: Stop Sh, 3 Refresh
5 mm ISV3140.magic.local B @ca= B s o o | = ¢
o | Create shareand Exportwizard = Cacing
,8 Velumes cs Share Protocols
=l k=f Shared Folders
& B ETCS Select sach protocol over which users will access this shared folder. -
Sessions HOM
# LUNs
i<l Quotas I ciFs
=3 Qtress
s Disks Share name: [<enServer_NFS_Storage
Aggregates Share path: “MSWV3140.magic local'XenServer_NFS_Storage
=1 Ty Configuration
-1'& Local Users and Groups Share deseription:  [Created on 1.25,2011
& MNetwork I
¥ Protocols = o
@ Security = ¥ NFS
“ly System Tools Expe normymous user 1D
= = E[}?gnnsncs vl Expart name: [Avol KenServer_NFS_Starags 1|
= CIFS
Aol Mount path: 15W2140 magic local:/volXen Server_MNFS_Storage 1
Svols,
Aol
Svols
Fvols
Fvals <Back |[ Mem= cancel |
Aol
SvolsvolD SvalsvolD o
#volsvolD/home #volsvolD/home
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13. For the XenServer host to be able to create SRs on the exported NFS target, the host’s IPAddress or subnet mask needs
to be granted Roof Aecess. Select the appropriate root access and click Next to finalize the export creation..

For the Roor Hosts page, click Add.... 1f all hosts on a particular subnet should be given access to the NIS storage
repository, then enter the subnet. Else, enter the individual host names (or IP addresses) separated by a comma.

il
File Acton View Help
e 2EHE

n MetApp System Manager
=] 15V 3140.magic. local

[ create [ Edit [ Browse Stop Sharing |G Refresh

B & storage ] Create shareand ExportWizard LS Caching
B volumes ce L
El ked Shared Folders NFS Permissions
=7 Shares/Exparts ETCs Specify share pemmissions for NF5 based access to the shared folder. NetApp
Sessions HOM
il LUNs — Host permissions
af| Quotas e |
gh'ees AlT:asm‘r:tems Alow Read-Write M
Aggregates Allow . -

= Q\ Configuration Delete
'ﬁ‘& Local Users and Groups
&' Network |
" Protocols =
P security [ on r— Allow anorymous access
Q\ System Tools E ¥ Root users on all clients have access to the shared directory
[ [E@ Diagnostics

norymous user D

B ors Avals " Root access is granted to all hosts
fval/. ¢~ Disable oot access
Hvald, ~
ol ap anorymous usersto:  |65534
ol Leam more about managing pemissions and anonymous users
Aol
fval/ <Back Next > Cancel
Hvald
AvalAvelD HvalfvelD 0

Avol/volD/home

A =nServer_MF5_Storage

Avol/volD/home

A nServer_NFS_Storage
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| . NetApp System Manager

File Acton View Help

=10l x|

L Akl 7 N

n MNetApp System Manager
= 15V .3140.magic.local

=] Storage

B volumes
Bl ke Shared Folders

B2 Shares/Exports

Sessions
@l LUNs
EE Quotas
Qtrees
= Disks
Aggregates
Configuration
}3‘& Local Users and Groups
& Network
% Protocols
? Security

Q\ System Tools
[ (B Diagnostics

E crs

BN

[ create [ Edit [~ Browse

Stop Sharing | 3 Refresh

Caching

nomymous user D

o creste share and rportWizard x
s Share Summary “
ETCH Review the summary before creating your share/export.

HOM Nethppr
Create a new "/vol/¥enServer_NFS_Storage1” Export
-with “/vol/XenServer_NFS_Storage1” Export Name
-with */volXenServer_NFS_Storage’ Export Path
-with Read Only permissions for "10.204.132.0/24"
-with Read Write permissions for "All hosts
L - with "65534" Anonymous user |D

[ en
Expc
Hval/

Aval/.

Hal/,

Aval/.

Hal/,

Aol

Huol/ <Back [ Mext> Cancel

Aval/

AvolAvolD AvolAvolD 0

Avol/volD/home

Avol/volD/home
server_NFS_Storage i

rer_NFS_Storage

|, . NetApp System Manager

File —Acton View Help

=10l x|

LR e

n NetApp System Manager
=] 15¥3140.magic. local
=] Storage
B volumes
= ke Shared Folders
= Shares/Exports
Sessions
¢ LUNs
EE Quotas
Qirees
=] Disks
Aggregates
=] é\ Configuration
'-?‘% Local Users and Groups
@ Metwork
% Protocols
9 Security
é\ System Tools
= |E Diagnostics

&2 cirs

[& Create [7) Edit [ Browse Stop Sharing |G Refresh

[;0 Create Share and Export Wizard x|

Caching

Completing the Create Share and
Export Wizard

Cs
ETCq
HOM

nomymous user [0

Export: 153140 magic local /vol/¥enServer_NF5_Storage 1

E‘; Exporting is successful

Expe

ol

Hval/

val/, " To close this wizard. click Finish

SFvals Ne! -
Hval/:
Hal/
Hralf <Back frish  |[ cancal |
Hal/
FvalfvolD FvalfvolD 0

/volfvol0/home

/vol/vol0/home

N

er_NF5_Storage
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14. In XenCenter, connect to the XenServer host, and choose New Storage. Select NFS.

-l

File  View Pool Server VM  Storage Templates Tools  Window  Help

@ Back - Q Forward + | 7 AddNew Server | 105 New Pool $ New Storace 1] NewvM | (@) Shut nown (83 Rehnnt (11 Sisnend «f Nn Sustem Alerts
X New Storage Repository - Resource Pool = |EI|1|

Show: | Server View

=] ° ¥enCenter
=1 B Resource Pool

=@
[ Demo Linux M ( _ Virtual disk storage NFS servers are a common form of shared filesystem infrastructure,

b |

Choose the type of new storage 9

% DVD drives ] and can be used as a storage repository substrate for virtual disks.
] Local storage Location & NFS VHD -
% Removable store As NFS storage repositories are shared, the virtual disks stored in
" Software iSCST them allow YMs to be started on any server in a resource pool and to
B @ r-310-2 be migrated between them using XenMotion.

) T~ Hardware HBA
@ Demo Linux VM
( When you configure an NFS storage repository, you simply provide the

@ Dema Linux VM ( " Advanced Storagelink technology hostname or IP address of the NFS server and the path to a directory

@ Demao Linux VM { that will be used to contain the storage repository. The NFS server

%D\Dd' 150 library must be configured to export the specified path to all servers in the
rives !

& Local storage " Windows File Sharing (CIFS)

% Removable storz
@ Demo Linux VM (Z)
=
= NetApp Virtual disk s
g Storagelink Gatewa:
E Haikel-Xen
@) storageLink (10.204.13

 NFSISO

< Previous | Next > Finish Cancel |
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15. Give the NFS share a name, and set the path to the NFS export point from the device and click Fznish.

SLTE

Fle View Pool Server VM Storage Templates Tools Window  Help

esack - Q Forward = | E\. Aded New Server | 8555 new Pol B0 New Storace W] New vM | (@8N Shut Down 83 Rebnnt (T Sisnend o o Sustem Alerts
X New Storage Repository - Resource Pool =101

Show: | Server View T R R s m:‘t

E1 € XenCenter % Enter a name and path for the new NFS storage o
=] Resource Pool

@Damo\..\nuxVM( Type Select a name for your new SR and provide the name of the share where itis located, optionally spedifying advanced
g DVD drives options. Indicate whether you wish to create a new SR or reattach an existing SR before proceeding.
% Local storage =

g Removable storz

o B ran2 Name: [NFs virtual disk storage

@ Demo Linux ¥M Share Mame: |m‘zn4‘ 151.14: fvolXenServer_NFS_Storage Scan
@ Demo Linux VM Example: server: fpath
@ Demo Linux WM
% DVD drives Advanced Options: I
% Local storage
= Removable storz

@ Demo Linux ¥M (2) % Create anew SR

= L) 1~ Reattach an existing SR:

g NetApp Virtual disk s
Storagelink Gatewar
E Haikel-Xen
@ Storagelink (10.204.132

CiTRIX

<Erevious| Next = I Finish Cancel |

By default, the VDI that is created in the NFS SR is thin-provisioned.
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Creating a Fully Provisioned VDI in the NFS SR

Please note that some images appear slightly different in XenServer 5.6 than XenServer 5.6 Feature Packl

1. In XenCenter, click on the newly created NIS SR in the Resources pane, and click the Storage tab.

RI=Th

File View Pool Server VM Storage  Templates  Tools Window Help
@ Back - O Forward ~ | @ Add Mew Server | "{iiﬁﬁ Mew Pool ] Mew Storage E Mew VM | l\_‘ Shut Down aSﬁtem Alerts: 1
Show: I Server View p hd | % NFS virtual disk storage Logged in as: Local root account
= 9 ¥enCenter "General Storage |Logs I

= G5 Resource Pool )
E R-310-2 Virtual Disks
= & r-3101
% DVD drives Disks
% Local starage Mame | Description
% Removable storage
@ Demo Linux VM {2}

EiEQ

% MetApp Virtual disk storage

| size | wirtual Machine

MNFS virtual disk storage
‘;‘3 Storagelink Gateway

E Haikel-Xen
= &Y StorageLink (10.204.132.33)

[) 15v3140

Rescan Add... I | Properties Mave... Delete

2. Click on Add Disk... button, and enter details for the size of VDI you want. Make sure the newly created NFS SR is
highlighted, and click .4dd.
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x Add virtual Disk |

Enter a name, description and size for your virtual disk. The size of your disk and the home server setting of any
VM the disk belongs to will affect which storage locations are available.

Name: |New wirtual disk (2)

Description: | Thin Provisioned virtual disk

Size: 15| 7]

g EC  4006.4 GB free of 48179 GB

o Local storage on r-310-1 141 GE free of 141 GB

ocal storage on R-310-2 545.7 GE fres of 543.7 GB
etApp Virtual disk storage  £7¢ GE fres of 2472.2 GE
= NFS virtual disk storage 10222 ME fre= of 1 GB

fg Storagelink Gateway  £76.1 GE free of 8761 GE

[ oed | conl |

3. Trom a XenServer console, find the mount point for the newly created NES SR using the #ount command.

[root@r-310-1 ~]# mount

/dev/sdal on / type ext3 (rw)

none on /proc type proc (rw)

none on /sys type sysfs (rw)

none on /dev/pts type devpts (rw)

none on /dev/shm type tmpfs (rw)

/opt/xensource/packages/iso/XenCenter.iso on /var/xen/xc-install type 1s09660
(ro, loop=/dev/loop0)

none on /proc/sys/fs/binfmt misc type binfmt misc (rw)

sunrpc on /var/lib/nfs/rpc pipefs type rpc pipefs (rw)
10.204.151.15:/vol/XenServer NFS Storage/e5f7e¢999-£f067-25b4-aa93-23025aadl3bb on /var/run/sr-
mount/e5f7e999-f067-25b4-aa93-23025aad13bb type nfs

(rw, soft,timeo=133, retrans=2147483647, tcp,noac,addr=10.204.151.15)

In the example above, /var/run/ sr-mount/ e5f7¢999-067-25b4-aa93-23025aad13bb is the mount point.

4. Change directory to the mount point, and run the shd-util command to write zeroes into the .vhd file that represents the
newly created VDI that needs to be fully provisioned

[root@r-310-1 ~]# vhd-util

usage: vhd-util COMMAND [OPTIONS]

COMMAND := { create | snapshot | quety | read | set | repair | resize | fill | coalesce | modify | scan | check |
revert }

In the example VDI above, the command is

[root@r-310-1 e5f7€999-f067-25b4-2293-23025aad 13bb|# vhd-util fill -n €5f7€999-f067-25b4-2293-230252ad13bb.vhd
You can now attach the VDI to a virtual machine as a fully provisioned virtual disk.
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Configuring iSCSI Storage

Please note that some images appear slightly different in XenServer 5.6 than XenServer 5.6 Feature Packl

To set up the NetApp active-active controller configuration for an iSCSI SR from XenServer, NetApp System Manager will be
used. The first step is to create an Initiator Group and then assign the XenServer IQN initiators to that group.

1. Select LUNs under the Storage option, click on the Initiator Groups tab and click Add.

| LUN Management| |ritiator Groups
Initiator Groups:

[@ add [J) Edit 2 Delete

2. Give a name that uniquely identifies the igroup to be used by XenServer hosts in the data center. Select the initiator
group type as iSCS1, the operating system as Xer and click Add.

Add Initiator Group [E|

GroupName: | XenServer_iSCSI_SR_TestDC |

Group Type: iSC5l L

Operating Systen; Zi=-=il 11

3. Click Add on the screen below to assign the XenServer initiators to the newly created Initiator Group.

Initiatar |Ds:

|E.4§ Add

4. The Add Initiator ID box will appear. Select iSCSI for the Group Type, the Initiator Group that was created in step 2
for Group Name and the IQN initiator from XenServer in Initiator Name. Click Add.

Group Type: | iSCsl w |

Group Mame: | Hengerver_iSCS_SR_TestDC L |

Initiatar Mame: | ign. 201 0-10. com. example: 318696 |

sdd || Cancel |
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The IQN of a XenServer host can be seen from the General tab for the host in XenCenter (in the screen shot below,

the IQN for XenServerTest host is “iqn.2008-01.com.example:44b80d2a”). To change the IQN to a more
recognizable name, click on the Properties button at the top right of the General tab, and modify the ZSCST [ON field

(see the screen shot below where IQN is changed to iqn.2008-01.com.example:testdc).

X 'R-310-2° Properties

2 x|

& General
R-310-2

Custom Fields
<None =

]

Alerts
Mone defined

Multipathing
Active

Power On
<None =

H e b P

Log Destination
Local

General

X¥enCenter provides several methods for labelling and organizing your resources, By using features such as folders

and tags you can guickly group and manage resources across your connected servers,

Mame:

Description:

Folder:

Tags:

ISCST IQN:

|r-310-2

Default install of XenServer

<Mone = Change...

=Mone =

I3 Edit tags...

I ign. 2008-01.com.example: testdc

Example: ign. 2007-11. com. example. my:optional-string

Repeat Step 4 for all of the XenServer hosts in the pool.

After the Initiator Group has been created and all of the initiator IQNs added, the LUN can be created using the
Create LUN Wizard. The wizard gives the ability to use previously created volumes or create both the volume and

LUN in a single wizard. In the example below System Manager will create both the LUN and Volume.

Note: SAN Volumes have a 0% Snap Reserve. For further information please refer to the Data ONTAP Block
Access Management Guide for iSCSI and FC.

Select LUNs under the Storage option, click on the LUN Management tab and click on Create.

LUM Management | |nitiator Groups

[@ Create [0 Edit X Delete

Under General Properties, add the name of the LUN, which in this example will also be the name of the Volume, the
description of the LUN, the size and select Xen as the type. Click Next to continue.
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Create LUN Wizard E'
General Properties "
You can specify the name, the size, the type and an optional dezcription properties for the
LUM that you would like to create. NetApp

The maximum space available for pour LUM creation is 34790 GE in the containing aggregate 'aggrl’
on storage systern 'K.C3140-1. rhp netappocom’.

Make zure that your LUM size iz smaller than the maximum space available.

j “'ou can enter a valid name for the LIJM, and an optional short description.
e

M arme: |><enServer_iSESI_Sturage

Descriptior: | XenServer iSCSI SR | [optional)

E! Y'ou can specify the size of the LUM. Storage will be optimized according to the type selected.

Size: |EEI | |GE v|

Type: |.‘><en L |

what iz the LUM size and type?

< Back H Hest = H Cancel

8. Under LUN Container, choose Automatically create a new volume.

Create LUN Wizard El
LUN Container “

Y'ou can let the wizard create a walume on an aggregate with the most available space, or you
can choose an existing agaregate as the cantainer. NetApp

(%) fugomatically create a new valume.

Create a new flexible valume ¥enServer_iISCSI_Starage in the fallowing
aggregate: K.C3140-1 rtp.netapp.corn:/agarl

Wwhat iz a LUM container?

() Choose an existing container for this LUM.

Select an existing aggregate, volume or giree for the LUN.

< Back ][ Tt > H Cancel
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9. Under Initiator Mapping, select the Initiator Group that was created in step 2 and click on the right arrow to add the
Initiator Group to Hosts to connect.

Create LUN Wizard r>_<|

Initiator Mapping "
¥ou can connect vour LUM to the initiator hosts by selecting from the known hosts st on the
left and maving them to the hosts list an the right. NetApp:

K.nown initiakor hosts: Hoszts to connect:
HER HenServer_ISCSI_SA_TestDC
Add Initiator Host. ..

Wwhat are initiabor hozts?

[ ¢ Back H Mext » H Cancel

10. Review the selections and click Next to create the Volume and LLUN.

11. Click on Finish to close the Create LUN Wizard.
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Creating an iSCSI SR Using the iSCSI Software Initiator

1.

Please note that some images appear slightly different in XenServer 5.6 than XenServer 5.6 Feature Packl

To create the storage repository, in XenCenter, choose New Storage. Select iSCSL.

X New Storage Repository - Resource Pool
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2. Enter the Target Host as the hostname or IP address of the NetApp active-active controller configuration in which the
LUN was set up in steps 1-9. If CHAP Authentication was set up for iSCSI security on the device, then enter the CH.AP
User and CHAP Secret. It is recommended to have the same CHAP username/password for initiators in the same igroup
(as is the case with a pool of XenServer hosts connecting to the same igroup). Most of the time, customers typically do
not enable security for iISCSI unless there is a security requitement. If you are required to enable security for the iSCSI
connection, then we recommend that you utilize the CHAP option. Click on Discover [ONis to get the list of Targer [ONs
on the NetApp active-active controller configuration. Select the relevant Targer ION and click on Discover LUNSs to get a
list of LUN's associated with the mapped igroup and LUNSs in it. From the initial steps, the LUN that was created should
show up in this list. Select the LUN, and click Finish.

X New Storage Repository - Resource Pool — =11
% Enter a name and path for the new iSCSI storage 9
Type Select a name and provide a target host for your new ISCSI storage, indicating your target IQN and your target LUM
before proceeding.
Name: |isc51 virtual disk storage
Target Host: |10.204‘ 151,15 i [3260
Use CHAP

User: I

Password: |

Target [QN: ian. 1992-08 com.netapp:sn. 151599572 (10,204,151, 16:3260) =] Discover IQNs |
- Discover LUNs |

Target LUN: LN 0: cZaYaXUa: 4GB (NETAPP)

CiTRIX'

<Erevmus| Hext > I Einish | Cancel |

%

3. The new LUN will be overlaid with .VM, and XenCenter will ask the LUN to be formatted as such. Click Yes on the
pop-up for the LUN to be formatted with LVM.

=

Creating a new virtual disk on this LUM will destroy any data present. ¥You must
,LIA ensure that no other system is using the LUM, induding any XenServers, or the
wirtual disk may become corrupted while in use.

Do you wish to format the disk?

Yes | Mo I
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Creating an iSCSI SR Using an iSCSI HBA
Please note that some images appear slightly different in XenServer 5.6 than XenServer 5.6 Feature Packl

For using an iSCSI HBA to create the iSCSI SR, the CLI from the control domain needs to be used. Depending on what
HBA is being used; the initiator IQN for the HBA needs to be configured. Given the type of HBA used, the documentation
for that HBA should be consulted to configure the IQN.

Once the IQN has been configured for the HBA, use the NetApp FilerView to create a new LUN as in steps 1-9 at the
beginning of this section that covers LUN creation. However, instead of using the XenServer’s IQN, specify the IQN of the

various ports of the HBA. Do this for every XenServer host in the pool.
Two HBA CLIs are included in the XenServer host to configure the HBA:
Emulex: /ust/sbin/hbaanyware
QLogic iSCSI: /opt/QLogic_Corporation/SANsurferiCLI /iscli
For the purposes of an example, this guide illustrates how the QLogic iSCSI HBA CLI Zs¢/i can be used.

1. Get the IQN of the ports of the iISCSI HBA from the output of s/ command.

[ Y S U S =

[=4]

-]
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2. Set the IP address for the HBA. In the control domain, use the s CLI to do so. Choose option 4, then option 2 to
enter Port Network Settings Menu. Enter option 4 to Select HBA Port and then option 2 to Configure IP Settings.

#* root@Haikel-Xen:/opt/QLogi rporation/SANsurferiCLI 10| x|
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3. Create an Initiator Group and then assign the IQNs of the HBA to that group.
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4. From the NetApp System Manager, select LUNs under the Storage option, click on the Initiator Groups tab and click on

Add.

| LUM Management[ Initiator Groups
Initiator Groups:

[@ add [J) Edit 2 Delete

5. Give a name that uniquely identifies the Group to be used by XenServer hosts in the data center. Select the initiator

group type as SCSI, the operating system as Linux and click Add.

Add Initiator Group @

Group Name: \XenServer_iSCSI-HBA_SR_TestDC |
Group Type: iSCSI v
Operating System: v

i srishld

ALUA [&svmmetic Loagical Unit Access] features enablec

[ Add J[ Cancel J

6. Click Add on the screen below to assign the iSCSI HBA IQN to the newly created Initiator Group.

Initiatar 1D:

|E.4§ Add [ Edit X Delete

7. The Add Initiator ID box will appear. Select iSCSI for the Group Type, the Initiator Group that was created in step 5 for

Group Name and the IQN from iSCSI in Initiator Name. Click Add.

Add Initiator ID

Group Type: IiSCSI j

X

Group Mame: IXenSewer_iSCS [-HEA_SR_TestDC

=~

Initigtor Mame: qun.ZDDD-M.cum.qlugic:qladD&Ec.gs105-133261 16.1

[ |

Concel |
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8. After the Initiator Group has been created and all of the IQNs added, the LUN can be created using the Create LUN
Wizard. The wizard gives the ability to use previously created volumes or create both the volume and LUN in a single

wizard. In the example below System Manager will create both the LUN and Volume.

Note: SAN Volumes have a 0% Snap Reserve. For further information please refer to the Data ONTAP Block Access
Management Guide for iSCSI and FC.

9. Select LUNs under the Storage option, click on the LUN Management tab and click on Create.

LUM Management | nitiator Groups

[@ Creste [0 Edit X Delete

10. Under General Properties, add the name of the LUN, which in this example will also be the name of the Volume, the
description of the LUN, the size and select Linux as the type. Click Next to continue

Create LUN Wizard

=)

General Properties

You can specify the name, the size, the type and an optional description properties for the
LUN that you would like to create.

I_j You can enter a valid name for the LUN, and an optional short description.
e

Name: IXenS erver_iSCSI-HBA_SR_TestDC

Description: | XenServer iSCSI-HBA SR | (optional)

‘You can specify the size of the LUN. Storage will be optimized according to the type selected.

Size: 80 | B v

Type: \ Linu v ‘

What is the LUN size and type?

NetApp

The maximum space available for your LUN creation is 2.14 TB in the containing agaregate ‘agarl’ on
storage system 'fas3170-10",
Make sure that your LUN size is smaller than the maximum space available.

[ < Back ]I Next > ][ Cancel

J
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11. Under LUN Container, choose Automatically create a new volume.

Create LUN Wizard

]

LUN Container “
*You can let the wizard create a volume on an aggregate with the most available space, oryou

can choose an existing aggregate as the container. Nel '

& Automatically create a new volume.

Create a new flexible volume XenServer_iSCSI_HBEA_SR_TestDC inthe
following aggregate: 15V3140 magic local:Xen

What is 3 LUN container?
" Choose an existing container for this LUM.

Select an existing aggregate, volume or gtree forthe LUN.

<Back [ Nea> Cancel

12. Under Initiator Mapping, select the Initiator Group that was created in step 2 and click on the right arrow to add the

Initiator Group to Hosts to connect.

Create LUN Wizard

X
Initiator Mapping "
You can connect your LUN to the initigtor hosts by selecting from the known hosts list on the
left and moving them to the hosts list on the right. NetApp’

Known initigtor hosts:

Hosts to connect:
%3500

XenServer_iSCSI-HBA_SR_TestDC
%3400

UCS_B250_M2-1

HS12
Hs22
Hx5

;I
;I

Add Initigtor Host ... |

What are intigtor hosts?

<Back |[ Next> T
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13.

14.

16.

17.
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Review the selections and click Next to create the Volume and LUN.

Click on Finish to close the Create LUN Wizard.

. The newly created LUN now needs to be zoned in to the XenServer host and will appear as a SCSI device. The command

to force a scan of HBAs installed on the system and detect the new LUN zoned to the host. It will return the list of
properties for each LUN found. One of these properties will be <pazh> which is the global device path of the HBA
LUN. Specify the host-uuid of the system from where the xe sr-probe command is run.

xe sr-probe type=lvmohba host-uuid=<UUID of host>

Now add a persistent target to the HBA. The target iSCSI IQN can be retrieved from the NetApp FilerView by clicking
Configuration->Protocols->iS CS1-> Service.

/opt/QLogic Corporation/SANsurferiCLI/iscli -pa 0 <iSCSI target iP address>

# root@Hail

Note that the above command was run for 2 ports of the iSCSI HBA, each port connecting to a different subnet (as
indicated in the multipathing configuration at the beginning of the XenServer Storage Configuration section). This
command will assign the port the specified iSCSI IP address and specific target IQN.

Use the xe sr-probe command to force a scan of iSCSI HBAs installed on the system and detect the new LUN zoned to the
host. It will return the list of properties for each LUN found. One of these properties will be <pazh> which is the global
device path of the HBA LUN. Specify the host-uuid of the system from where the xe s7-probe command is run.

xe sr-probe type=lvmohba host-uuid=<UUID of host>
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To validate that the device path is for the newly created LUN on the device, match the serial number from the <seria/>
field of the xe sr-probe output with the serial number of the LUN in FilerView. Note that there are 2 paths to the LUN
indicating that multipathing is active.

To determine the LUN serial number from the NetApp FilerView, click LUNs->Manage and click on the newly created
LUN. Then note the Seria/ Nunzber field.
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=10/ x|
File Action View Help
€= 5|
I NetApp System Manager LUN Management | Initiator Gmupsl
= 15V3140.magic. local 5
5 B storage [3 Create [{ Edit 3 Delete jlStatus - () Manage Snapshot | 3 Refresh
B volumes
=7 Shared Folders | Cortainer Path | Status | Size | Type
<1 LUNs csi_| Online 10.00 GB X
[afl Quotas vl Aol /UCST Online 453.02 GB Xen
Qtrees voll Aol /'SPORE_ISCSI_1 Online 293.03 GB Xen
=) Disks veld /vol/SPORE ISCSI_2 Orline 29803GB  |¥en
Agaregates
é\ Configuration
|E8 Diagnostics
— LUN properti
Name: iscsi-HBA1 Initigtors: ign.2000-04.com glogic:glad052c gs 1064¢ _I
Status: 0 Orline Group : LUN ID:  {¥enServer_iSCSI-HBA_SR_TestDC: 0}
Size: 10.00GB I Serial number:  Wn8cZb49rd5 I
Type: Hen Mount point:
Container path:  /vol/iscsi_HBAT
Diescription:

18. Repeat the above steps for all hosts in the pool.

19. To create the iSCSI SR over HBA on this LUN, in XenCenter click New Storage and select Hardware HBA option. Click
Next.

X New Storage Repository - Haikel-Xen =10

% Choose the type of new storage o

_ Virtual disk storage “¥enServer hosts support Fibre Channel (FC), Fibre Channel over

Ethernet (FCoE) and shared Serial Attached SCSI (SAS) storage area

Location " NFS VHD netwarks (SANs) using host bus adapters (HBAs).
" Software iSCST All configuration required to expose a LUN to the host must be
completed manually, induding storage devices, network devices, and
' Hardware HBA the HEA within the XenServer host.
" Advanced StorageLink technology Once all configuration is complete the HBA will expose a SCSI device
backed by the LUM to the host. The SCSI device can then be used to
150 library access the LUN as ifit were a locally attached SCSI device.

" Windows File Sharing (CIFS)
" NFSISO

< Previous | Mext > I FEinish Cancel

There is short delay while XenServer probes for available LUNS.
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20. Select the appropriate LUN. Give the SR an appropriate Name and click Finish.

X Mew Storage Repository - Haikel-Xen

=lox]
Select the LUN to reattach or create a new SR on e
Type Provide a name for your new SR and select the LUM you would like to reattach or create the SR on.
Mame: [ISCSIHBA SR on NetApp
Choose a LUN to re-attach or create a new SR on:
Dell
147.1GB 3600508e00000000041ada12c39aa7a0d 0:1:0:0
NETAPP
b -
CiTRIX
< Previous | Mext = I Einish Cancel
“3

21. A warning is displayed that the LUN will be formatted and any data present will be destroyed. Click Yes to format the
disk.

Creating a new virtual disk on this LUM will destroy any data present. You must
s lg

ensure that no other system is using the LUN, induding any XenServers, or the
virtual disk may become corrupted while in use.

Do you wish to format the disk?

Yes | Mo I

Note that multipathing is active by clicking on the newly created SR in the Resources pane, and then the General tab.
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Eile  Wiew Pool Server WM  Storage Templates Toolz  Window  Help

Q Back - Forward ~ Add New Server New Pool ﬁ New Storage |E| New VM

Shut Down

Reboot |
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~=1oi=|

Suspend v Mo System Alerts

Showe: I Server View ,,O - | iSCSI HBA. SR on NetApp Logged in as: Local root account |
= €3 XenCenter General |Storage I Logs I
3 Resource Pool .
& [ Haikel-xen Storage General Properties
[ RHEL 5 (54-bit) (Dev)
@ w3 (1) T | Expandal  Colapse al

[ winserve2k3 (54-bit) (Licens
£ cIFs 150 library

General
% DVD drives
[

iSCSI HBA SR on NetApp

% Local storage

Description: Hardware HEA SR [METAPP - [dev/sdb [sdc]]
% Removable storage
= @) Storagelink (10.204.132.33) Tags: =<MNone >
Iﬂl 15v3140 Folder: <MNone =

Type: Hardware HBA
Size: 4MB used of 10 GE total (0 B allocated)
SCSIID: 360a9800057396e38635a023439723435
uuID: 245387 7h-ba43-e93f-55a3-67dsccfoeand
Status
State: OK
Haikel-Xean: Connected
Multipathing

(A
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Configuring Fibre Channel Storage

To set up the NetApp active-active controller configuration to be used for an FCP SR from XenServer, NetApp System
Manager will be used. The first step is to create an Initiator Group and then assign the XenServer World Wide Port Names
(WWPNSs) to that group.

1. Select LUNs under the Storage option, click on the Initiator Groups tab and click on Add.

| LUM Management| Initiator Groups
Initiator Groups:

[@ add [J) Edit 2 Delete

2. Give a name that uniquely identifies the igroup to be used by XenServer hosts in the data center. Select the initiator
group type as F'CP, the operating system as Lznux and click Add. Note: Do not use Operating system as “Xen” in
FCP, see NetApp burt ID 479889.

Add Initiator Group @

Group Name: ‘XenServer_FCP_SR_TestDC |
Group Type: FCP v
Dperating System: l Linus v I

[ &LUA (Asymmetric Logical Unit Access) features enabled

[ Add J[ Cancel ]

3. Click Add on the screen below to assign the XenServer WWPNSs to the newly created Initiator Group.

Initiatar |Ds:

|E.4§ Add [ Edit X Delete

4. 'The Add Initiator ID box will appear. Select FCP for the Group Type, the Initiator Group that was created in step 2
for Group Name and the WWPN from XenServer in Initiator Name. Click Add.

Add Initiator ID

Group Type: | FCP w |

Group Mame: | #enServer_FCP_SA_TestDC W |

Initiator Name: | 21:00:00:20:8k:1 c: 20:6e] |
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The WWPN for the HBAs in the XenServer hosts can be found by running a tool such as SANsurfer. Since differesns
FC vendors have specific and different configuration requirements, iz is reconmended that the documentation for the

specific HBA be consulted for configuration settings.

This guide will assume a QLogic 2342 HBA, and as such use the /opt/QLogic_Corporation/SANsurferCLI/scli to

get configuration information. Run /opt/QLogic_Corporation/SANsurferCLI/scli in the control domain, and enter

5 from the main menu. The screen shot below shows the WWPN for the ports highlighted..

B C:\WINDOWS\system32\cmd.exe - ssh root@10.70.0.41

_[|x

[rootBTestRenServerHost ™1# Aopt QLogic_CorporationsSANsurferCLI/scli

Searching for QLogic FC HBACs> and attached deviceds)

1
1
1
1
1
1
1

5. Repeat Step 4 for all of the XenServer hosts in the pool.

SANsurfer FC HBA CLI
vi.?.8 Build 14

Main Menu

TR AWNESOE-JM A AWM

Display System Information
Display HBA Settings
Display HBA Information
Display Device List
Display LUN List
Configure HBA Settings
Target Persistent Binding
Selective LUMNs

Boot Device Settings
Driver Settings

HBA Utilities

Flash Beacon

Diagnostics

Statistics

Help

Quit

Enter Selection:z 5
SANsurfer FC HBA CLI
vl.7.8 Build 14

List Menu

Model GLAZ2342:

1: Port 1: WWPN: 21-8A60-BA-EA-E8B-1D-DA-EC Online

2z Port 2
3: All HBAs

Mote: B to return to Main Menu

Enter Selection:

WUWPH: 2Z21-W1-WUW-EW—S8B—3D-DA—-EC Loop down

After the Initiator Group has been created and all of the WWPNs added, the LUN can be created using the Create LUN

Wizard. The wizard gives the ability to use previously created volumes or create both the volume and LUN in a single

wizard. In the example below System Manager will create both the LUN and Volume.

Note: The snapshot reserve of the newly created Volume will be 0% and snapshots will not be scheduled. If a reserve of

greater than 0% is required, right click on the Volume after its creation and select Snapshot > Configure.
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6. Select LUNs under the Storage option, click on the LUN Management tab and click on Create.

LUM Management | |pitiatar Groups

[@ Create [0 Edit X Delete

7. Under General Properties, add the name of the LUN, which in this example will also be the name of the Volume, the
description of the LUN, the size and select Linux as the type. Click Next to continue.

Create LUN Wizard m

General Properties "
You can specify the name, the size, the type and an optional description properties for the
LUN that you would like to create. NetApp'

The maximum space available for your LUN creation is 2.14 TB in the containing aggregate 'aggrl’ on
storage system 'fas3170-10",

Make sure that your LUN size is smaller than the maximum space available.

:7j You can enter a valid name for the LUN, and an optional short description.
[

Name: lXenS erver_FCP_SR_TestDC

Description: {XenServer FCP SR ‘ [optional)

‘[j You can specify the size of the LUN. Storage will be optimized according to the type selected.

sy

Size: 80 | |68 ¥
Type: TR |

What is the LUN size and type?

[ < Back ” Next > ][ Cancel ]

8. Under LUN Container, choose Automatically create a new volume.

Create LUN Wizard b_(l

LUM Container “
“r'ou can let the wizard create a volume on an aggregate with the most available space, or vou
can choose an existing aggregate as the container, NetApp:

) Automatically create a new volume.

Create a new flexible volume XenServer_FCP_Staorage it the fallowing
aggregate: 31 vaibu eng netapp. com:/agarl
what is a LUMN container?

() Choose an existing container for this LN,

Select an existing aggregate, volume or gtree for the LUN.

< Back ]I Mext > l[ Cancel
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9. Under Initiator Mapping, select the Initiator Group that was created in step 2 and click on the right arrow to add the
Initiator Group to Hosts to connect.

Create LLIN Wizard |z|

Initiator Mapping "
You can connect your LUM ta the initiator hosts by selecting fram the known hosts list on the
left and moving them to the hosts izt on the right, NetApp'

Krnown initiator hosts: Hosts to connect:
®enServer_FCP_SR_TestDC

Add Iritiator Host.

"What are initistor hosts?

I < Back H Mext > H Cancel

10. Review the selections and click Next to create the Volume and LLUN.
11. Click on Finish to close the Create LUN Wizard.

16. The newly created LUN now needs to be zoned in to the XenServer host and will appear as a SCSI device. For this,
use the xe sr-probe command similar to the usage as when creating an iISCSI HBA SR. The command to force a scan of
HBAs installed on the system and detect the new LUN zoned to the host. It will return the list of properties for each
LUN found. One of these properties will be <pa#h> which is the global device path of the HBA LUN. Specify the
host-uuid of the system from where the x¢ sr-probe command is run.

xe sr-probe type=<SR type> host-uuid=<UUID of host>
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B C:\WINDOWS\system32\cmd.exe - ssh root@10.70.0.41

Error code: SR_BACKEND_FAILURE_98
Error parameters: ., The request
[{Devlist>
<BlockDe e
<{path>

sdev/disk/bhy—id/scsi-360a780BA686f64616h4a483466363972

<{s/path>
<vendor?
NETAFP
{svendor>
<serial’
hodakJH4f6%r
{s/zerial’
{sizer
5368709120
{/sizel

{adapter’
2

{sadapter>
(channela

<schannel>
<id»

a
Loid>
<lun>

<slun>
<hba>
glaZooc

<{shbay
<sBlockDeuvice>

[rootPTestXenServerHost ~1# xe sr—probe type=lumohba host—uwid=Pe8ff?2c—-dBAd-417df —86Bb—BaacldBShe7?S I:

s missing the device parameter. <{?xml version="1.8" 7>

Citrix XenServer and NetApp Storage Best Practices

REE

12. To validate that the device path is for the newly created zoned in LUN on the device, match the serial number from

the <serial> tield of the xe sr-probe output with the serial number of the LUN in System Manager. To determine the

LUN serial number from System Manager click LUNs and select LUN Management. Click on the newly created

LUN. The serial number is available towards the bottom of the window.

_ioix]
File Action \iew Help
&= 2= HE
ﬂ NetApp System Manager LUN Management I Initigtor Groups |
= 15Y3140.magic. local = )
= El Storage E}L Create |:, Edit X Delete )l Status = (s) Manage Snapshot | Refresh
B volumes
k= shared Folders Name /| Cortainer Path | Status | Size | Type
:-JJ LUNs FC_LUN Jvol/valD Online 10.00 GB k
{afl Quotas lun valfvolD Orline 1.00GB Xen
Qtrees
=] Disks
) Aggregates
'\‘Q Configuration
|E8 Diagnostics
— LUN properties
Name: FC_LUN Initiators: 21:00:00:1b:32:82.8.75;21:00:00:1b:32:8 ... |
Status: Orline Group : LUN ID:  (r-310-1:0)
Size: 10,00 GB Serial number: On8cZaid19a
Type: ¥en Mount point:
Container path: /vl fvoll
Description: Fiber Channel LUN

17. Repeat the above steps for all hosts in the pool.

18. To create the FC SR over HBA on this LUN, follow the same steps used to create the iSCSI SR over HBA.
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Fixing Misaligned Windows Guest Operating System

Disks use geometry to identify themselves and their characteristics to the upper layer operating system. The upper layer
operating system uses the disk geometry information to calculate the size of the disk and partition the disk into predetermined
addressable blocks. Just as with physical disks, logical disks (LUNs) report disk geometry to the host so that it can calculate
space and partition the LUN into addressable blocks.

NetApp uses 4KB blocks (4 x 1,024 = 4,096 bytes) as its basic storage building block. Writes can consume no less than a
single 4KB block and can consume many 4KB blocks depending on the size of the write operation. Files that are smaller than
4KB are actually stored in the inode that contains their metadata. When a LUN is created in Data ONTAP, a certain amount
of space is carved out of the disk in the form of 4KB blocks. These are then reported to the host OS with a specified
geometry, depending on the LUN type selected. The host OS then takes the presented LUN and partitions it appropriately.

The problem of misalignhed LUN I/O occurs when the pattitioning scheme used by the host OS does not match the block
boundaries inside the LUN.

Note: This problem is not peculiar to NetApp. All SAN vendors have the potential to experience misalignment issues.
Misalignment issues can be caused because the partition size of the blocks in the host OS use something other than 4KB
blocks. Misalignment issues can be caused if the host OS imposes an offset that has not been compensated for. NetApp
compensates for offsets by identifying the OS and then adjusting the offset. This is done during LUN creation when the user
enters the LUN type.

For a deeper discussion of disk geometry, consider attending the NGS SAN Fundamentals class or reading ntapcs7976: "FCP
SCSI Geometry FAQs."
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Proparly aligned IO
4 KB blocks

NTFS ‘ ‘
WAFL
A Unaligned VO
4 KB blocks
NTFS
WAFL

Read 1 Block within the virtual machine.
This requires 2 10 operations and can cause
performance issues!

Figure 9 Propetly aligned and unaligned 1/0O.

When aligning the partitions of virtual disks for use with NetApp active-active controller configuration, the starting partition
offset must be divisible by 4,096. The recommended starting offset value for Windows 2000, 2003, and XP operating systems
is 32,768. Windows 2008 and Vista default at 1,048,576 and do not require any adjustments.

To verify this value, we need to run msinfo32.exe from the Windows command console. And you will typically find that the
VM is running with a default starting offset value of 32,256. To run msinfor32, you select start > All Programs > Accessories
> System Tools > System Information. Notice the partition starting offset is 32,256 bytes in Figure 10. This indicates disk
misalighment.
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System Summary
Hardware Resources
[=- Components
Multimedia
CD-ROM
Sound Device
Display
Infrared
Irput
fodem
Wetwork
Ports
Storage
Drives
Digks
SCSl
IDE
Printing
Problem Devices
LISk
Software Environment
Internet Settings
Office 2003 Applications
Office 2007 Applications

e

[ R e

Item

Description
Manufacturer
Model
Butes/Sector
Media Loaded
Media Type
Partitions

SCSI Bus

SCSI Logical Urit
SC51 Port

SCSI Target ID
Sectors/Track
Size

Tatal Cylinders
Total Sectors
Total Tracks
Tracks/Cylinder
Partition
Partition Size

Partition Starting Offset

5

YWalue

Disk drive

[Standard dizk. drives]

HTSE41040G34T00

512

Yexz

FixedtHx0009hard dizk media

1

i

0

0

0

E3

37.26 GB (40,007,761 920 butes)

5168

78,140,160

1,240,320

240

Diizk. #0, Partition #0

37.25 GB (39,999,905 224 butes)
bytes

2

Figure 10 Using system information to identify the starting partition offset.
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Resolution

Virtual disks can be formatted with the correct offset at the time of creation by simply booting the VM before installing an
operating system and manually setting the partition offset. For Windows guest operating systems, consider using the Windows
Preinstall Environment boot CD or alternative tools such as Bart’s PE CD. To set up the starting offset, follow these steps:

1. Boot the VM with the WinPE CD.
Select Start = Run and enter DISEPLRT..
Enter Select Disk0.
Enter create Partition Primary Llign=3Z.
Reboot the VM with WinPE CD.

Install the operating system as normal.

=H I I A

B Command Prompt - diskpart -0 x

C:v>diskpart

icrosoft DiskPart versiom 5.1.3565

Copyright CC) 19992-2003 HMicrosoft Corporation.
On computer: USTEWARTOD1-LEP

DISKPART> select disk O
Disk 0 is mow the selected disk.

DISKEPART> create partitiem primary align=32_

Figure 11 Running diskpart to set a proper starting partition offset.

Before running diskpart.exe for Windows guests using the NFS SR, run the vhd-u#/ to tully provision the VHD VDI, as detailed

in the section describing the configuration of the NFS SR.

For more information on misalignhment, read Best Practice for File System Alighment in Virtual Environment.
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Backup and Recovery

There atre various elements for backup and recovery:

e  Snapshot the virtual machines time to time,

e Backup VM metadata

e Backup the snapshots and metadata, and

® Recover data/virtual machines from snapshots and metadata when needed.

Snapshot for Virtual Machines on NetApp Data ONTAP and NFS Storage
Repositories

Creating VM snapshots for those VMs whose VDIs are resident on the NetApp Data ONTAP SR utilizes the NetApp active-
active controller configuration Snapshot technology directly by invoking the Snapshot at the device level. This results in
minimal resource usage on the XenServer host in terms of CPU and memory during the snapshot process.

The snapshot process for VMs using the standard NES, iSCSI, and Hardware HBA SRs, however, do not invoke any NetApp
active-active controller configuration capability. It uses the VHD capability for its VDIs to allow chaining for the original and
snapshot VDI to share common data. The original VDI proceeds to make its own changes in an isolated copy-on-write

version, with the snapshot VDI being Read Only.

XenServer 5 provides a convenient snapshot mechanism that can take a snapshot of a VM's storage and metadata at a given
time. Where necessary, 1O is temporarily halted while the snapshot is being taken to ensure that a self consistent disk image

can be captured.

Snapshot operations result in a snapshot VM that is similar to a template. The VM snapshot contains all the storage
information and VM configuration, including attached VIFs, allowing them to be exported and restored for backup purposes.

The snapshot operation is a 2 step process:

- Capturing metadata as a template.
- Issuing a VM snapshot.

Two types of VM snapshots are supported: regular and quiesced.
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Regular Snapshots

Please note that some images appear slightly different in XenServer 5.6 than XenServer 5.6 Feature Pack]

Regular snapshots are crash consistent and can be performed on all VM and Storage Repository types, including Linux VMs.

1. Within XenCenter, select the VM in the left-hand pane and then the “Snapshot” tab. VMs snapshots can be created for
both running and powered down VMs.

=T

File Wiew Pool Server VM Storage Templates Tools Window Help

Q) sack - ) Forward - @ add MNew Server New Pool T3 New Storage Mew VM @ shut Down % Reboot 0 suspend s Mo System alerts

Show: ISEI'\"EF View ,C‘ - | @ Demo Linux VM (1) Logged in as: Local root account |
= €% xenCenter " General | Memory | Storage | Metwork | Conscle | Performance  Snapshots ILogs |
= G5 resource Pool N
E R.310.2 Virtual Machine Snapshots
Take Snapshot... I RevertTo... I Actions w I Delete I View - I i S ! Hide Details
53 DVD drives —Created on -

% Local storage
% Removable storage

(= J=8!

No screenshot

g Storagelink Gateway
aikel-Xen
@ Storagelink (10,204,132.33)

Description:
There are currently no snapshots of this VM. To Ry
create a snapshot, click Take Snapshot. ¥pe:

Tags:

Folder:

Properties |

@ This ¥M is not currently protected with a
VM protection policy

View VM Protection Policies

2. After clicking “Take Snapshot” and providing a name, the snapshot will appear in XenCenter
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=T

Eile Miew Pool Serwer VM Storage Templates Tools Window Help

@ sack - Forward = @ Add Mew Server Mew Pool 120 Mew Storags (15D New v @ Shut Dawn % Rebaoot 0 Suspend % Mo System alerts

Logged in as: Local root account |

Show: IServer View Jo Ry | @ Demo Linux VM (1)

= €9 XenCenter General | Memory | Storage | Metwork | Console | Performance  Snapshots ILogs |
Resource Pool

[ r-310-2

Virtual Machine Snapshots

Take Snapshot. .. I RevertTo... I Actions  w I Delete I view  w I
5 DVD drives — Created on
% Local storage
% Remaovable storage
B
Storagelink Gateway
E Haikel-Xen
&) Storagelink (10.204.132.33)

o

—
Demo Linux Linux-Snaps

@ Description:
— Type:
Now

VM (1) hot1 Tags:
Base 1/28/2011
1:05:22 PM Folder:

Properties |

E This ¥M is not currently protected with a
VM protection policy

View WM Protection Policies
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3. Snapshots can be used to restore a VM. Right click the snapshot and select “Create new VM from Snapshot.” Note that
the MAC address (es) will need to be manually changed to make the new VM identical to the original. Snapshots can also
be used to create templates, either for creating new VMs or for backup.

=101 x

Eile  Wiew Pool Server WM  Storage Templates Tools  Window  Help

e Back - Forward - @ Add Mew Server New Pool ﬁ New Storage E MNew VM © Shut Down % Reboot 0 Suspend s+ No System Alerts

Show: |SEWEF View ,'O b | E Demo Linux VM (1) Logged in as: Local root account |
= g AenCenter " General | Memory | Storagel Networkl Console I Performance Snapshots ILogs I
= G5l Resource Pool )
E R-310-2 Virtual Machine Snapshots
J Take Snapshot... | Revert To... | Actions  w | Delete | View = | { } ! Hide Details
3 DVD drives r—Created on 1/28/2011 1:05:22FM

% Local storage
£ Removable storage

E
% 2 Mo screenshat

Storagelink Gateway

E Haikel-Xen
&) storageLink (10.204.132.33)

Linux-Snapshoti

E‘J . @ Description: Demao
— — . Disks anly

Type:
Demo Linux Linux-Snaps Mow
VM (1) hot1 Tags: <None>
Base 1/28/2011 Revert To Snapshot...
1:05:22 PM| older: =MNone =
| Mew VM from Snapshot. .. |
Save as a Template. .. Properties |
Export to File...
Wiew 3 ) i )
E' This ¥M iz not currently protected with a
Delete VM protection policy
Properties View VM Protection Policies
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Quiesced Snapshots

Quiesced snapshots are a special case that take advantage of the Windows Volume Snapshot Service (VSS) for services that

support it, so that a supported application (for example Microsoft Exchange or SQLServer) can flush data to disk and prepare

for the snapshot before it is taken.

Quiesced snapshots are therefore safer to restore, but can have a greater performance impact on a system while they are being

taken. They may also fail under load so more than one attempt to take the snapshot may be required.

It is essential to install the Xen VSS provider in the Windows guest in order to support VSS. This is done via the znstall-
XenProvider.cmd script provided with the Windows PV drivers.

1. In the Windows VM that needs to be snapshot in quiesced mode, open a command window and change directory to
where the Citrix XenTools are installed (this is by default in %ProgramFiles%\ Citrix\ XenTools. Run the znstall-
Provider.cimd.

mmand Prompt

C:“Program Files“Citrix~¥enTools*install-¥enProvider.cmd
The Uirtual Disk Service service is not started.

More help is available hy typing NET HELPHSG 3521.

The Uolume Shadow Copy service is not started.

More help is available by typing NET HELPHMSG 3521.

The Microsoft Software Shadow Copy Provider service is not started.

More help is available hy typing NET HELPHSG 3521.

The Citrix Tools for Uirtuwal Machines Service sewrvice is stopping.
The Citrix Tools for Uirtuwual Machines Service service was stopped successfully.

(R» Windows Script Host Uersion 5.6
(C» Microsoft Corporation 1796—2881. All rights reserved.

(R» Windows Script Host Uersion 5.6
Copyright {(C> Microsoft Corporation 1996-2881. All rights reserved.

The Uirtuwal Disk Service service is starting.
The Uirtual Disk Service service was started successfully.

The requested service has already heen started.
More help is available hy typing NET HELPHSG 2182.

The Microsoft Software Shadow Copy Provider service is starting.
The Microsoft Software Shadow Copy Provider service was started successfully.

The Citrix Tools for Uirtuwal Machines Service service is starting.
The Citrix Tools for Uirtual Machines Service service was started successfully.

C:“Program Files“Citrix*¥enTools>_

2. Open a console session to the XenServer master and run the xe vwz-snapshot-with-quiesce command to snapshot the VM.

xe vm-snapshot-with-quiesce vm=<vm name> new-name-label=<vm snapshot name>

rooti@Haikel-Xen:~
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3. Once a quiesced snapshot has been created, it will appear in the VM’s “snapshot” tab within XenCenter.
Backing up VM Metadata Information on NetApp active-active controller
configuration

Please note that some images appear slightly different in XenServer 5.6 than XenServer 5.6 Feature Packl

1. Open an xsconsole session to the XenServer master from XenCenter (if in a shell prompt, type xsconsole and press <Enter>).

=T
File Wiew Poal Server VM Storage Templates Tools Window Help
o Back - F - E:j Add New Server LJE MNew Pool @ New Storage  [I[E]]] Mew vm i“l Shut Down @ Reboot Suspend s Mo System Alerts

Show: ISer\rer View p - | E R-310-2 Logged in as: Local root account |
= 9 XenCenter
= L_[E Resource Pool

" search I General I Memaory I Storage I Networkl MICs Console IPerformancne I Users I Logs I

R-310-2 server console

Storagelink Gateway
B kel-Xen
@) StorageLink (10.204.132.33)

Customize System

Status Display

Management Network Parameters

Device

IP address
Netmask
Gateway

<Enter> <Up~-Down> <Enter>

Send Ctri+Alt+Del (Ctrl+Alt+Insert) | ™ Scale £ Undoclk (alt+Shift-+U) | |  Fullscreen (Ctrl+Alt) |

2. Scroll to the Backup, Restore and Update option and hit Enter. Choose the Backup 1 irtnal Machine Metadata option and press
<Enter>.
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=1

' No System Alerts

Show: [ Server view

O - [ r3102

Loggedin as: Local root account |

= 3 ¥enCenter
= 5 Resource Pool

Search | General | Memory | Storage | Network | NICs

R-310-2 server console

Console | Performance | Users | Logs |

[ r-310-
Bl
g Storagelink Gateway
B Haikel-Xen Backup, Restore and Update
) storageLink (10.204.132.33)

[Backup Virtual Machine Metadata]

<Esc-Left>

<Up.-Down>

Send Ctrl+Alt+Del (Ctrl+Alt+Insert)

Backup Virtual Machine Metadata

<Enter>

I Scale £ Undock (Alt+Shift+) | | Fullscreen (Ctrl+Alt)

3. Enter the login credentials for the XenServer host if prompted.

4. Select the NetApp SR, and press <Enser>.
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JRT=TES

File View Pool Server VM Storage Templates Tools Window Help

o Back - Forward - E:J Add New Server LE' New Pool @ New Storage  |[EJ| Mew vM @ shut Down @ Reboot Suspend %f Mo System Alerts
Show: I Server View .O - | B R-310-2 Logged in as: Local root account |
= 9 KenCenter Search I General I Memory | Storage | Networkl NICs  Console IPerfnrmanoe | Users | Logs I

= @ Resource Pool

R-310-2 server console

0-2

B r-310-1
==
% MNetApp virtual disk storage
@ Storagelink Gateway
E Haikel-Xen
e StarageLink (10.204,132.33) Backup, BRestore and Update Backup Virtual Machine Metadata

[Backup Virtual Machine Metadatal

Please select a Storage Repository

etApp virtual disk storage

<Enter> <Esc> <F5>

<EscrLeft> <Up-Douwun’> <Enter>

Send Ctrl+alt+Del (Ctrl+Alt+HInsert) I Scale é Undock (alt+Shift+J) | | Fullscreen {Ctrl+Alt)

There will be a short delay while the VM metadata is backed up to the NetApp active-active controller configuration

5. A success dialog box shows up indicating that the backup of the metadata was successful
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=i
File View Pool Server WM Storage Templates Tools Window Help
o Back ~ Forward ~ E:i Add New Server EE New Pool @ New Storage @ New VM @ Shut Down @ Reboot Suspend s No System Alerts
Show: |5EWEF View p - | |3 R-310-2 Logged in as: Local root account |
B Q ¥enCenter "Search I General I Memory I Storage I Natworkl nics  Console IPEanrmanDe I Users I Logs I
= @ Resource Poal
[F#Yr-3102 R-310-2 server console
@ r3101
B
% Metapp virtual disk storage

Eg Storagelink Gateway

B Haikel-Xen
€ storagelink (10.204.132.33) Backup, Restore and Update Backup Virtual Machine Metadata

Back] Backup Successful

<{Enter>

<EscrLeft> <Up-Doun> <Enter>

Send Cirl+Alt+Del (Cirl-+Alt+Insert) I Scale @umodqmwshimu: | Fullscreen (Cirl+AI)

Backing up Storage Repositories on NetApp active-active controller
configuration

Utilize NetApp’s SnapMirror® technology to backup the FlexVols that make up the SR. For more information on use of
SnapMirror, please refer to the SnapMirror Administration guide at http://now.netapp.com

Some considerations when using SnapMirror:

1. For SnapMirror volume replication, the destination storage system must use a version of Data ONTARP that is the same as
ot later than that of the SnapMirror source storage system. For volume SnapMirror to support replication for the purpose
of disaster recovery, both the source and destination storage systems must use the same version of Data ONTAP.

2. For SnapMirror volume replication, the capacity of the destination volume must be greater than or equal to the capacity of
the source volume

3. To optimize performance, stagger Snapshot copy update schedules so that SnapMirror activity does not begin or end at
the exact minute a suap sched command operation attempts to create a Snapshot copy. If the SnapMirror feature is
scheduled to perform Snapshot management at the same time as a snap sched activity, then the Snapshot management
operations scheduled using the snap sched command might fail with syslog messages: Skipping creation of hourly snapshot and

Snapshot already exists.

4. For optimum SnapMirror volume replication performance, ensure that the SnapMirror source volume and destination
volume contain disks of the same size.
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5. To achieve maximum space savings on the destination volume, scan the entire file system to recreate the deduplication
metadata for the destination volume. Use the sis szart -s command to do so. Note: The destination volume is accessible for
read-write operations when the deduplication scan is in progress. The sis start command, without the -s option, has the
potential for space savings on the destination volume is reduced because only the new data written to the volume will be
scanned for deduplication.

Note: Starting with Data ONTAP 8.0.1 7-Mode, FlexClone volumes can be replicated using volume SnapMirror without
the need for additional capacity on the destination system as long as the parent of the FlexClone volume is also replicated.
Please consult TR-3446: SnapMitror Async Ovetrview and Best Practices Guide available at http://www.netapp.com.

6. For Firewall setting, allow a range of TCP ports from 10565 to 10569.

It is recommended to use the below diagram configuration as a guide to setup replication between the primary and DR site.

DR Site

Primary Site
en, Xen,
-

Vitud e Sk

== FORe

I
=Sn apMirror relationship

Figure 12 Graphical representation of replication setup
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Creating the SnapMirror Relationship

(For purposes of illustration, the NetApp SR type is used for the backup and recovery steps. The same steps can be used for
other SR types given the FlexVol)

1. Determine the SR UUID from XenSetver host console (as indicated in previous sections). For NFS/iSCSI/LVMoHBA
SR on the NetApp active-active controller configuration, the FlexVol is the name determined when creating the FlexVol
from the FilerView FlexVol creation wizard.

2. Open a console session to the NetApp active-active controller configuration on the primary site. Convert the FlexVols in
the NetApp SR to use ucode using the vo/ gptions command

vol options <vol-name> <option-name> <option-val>

3. Repeat the above step for all FlexVols that make up the NetApp SR

4. Ensure SnapMirror is turned on using the options snapmirror.enable command

If not enabled, turn snapmirror on using the same command with oz option

options snapmirror.enable on

5. Authorize DR site host to replicate the primary site storage using the gptions snapmirror.access command

options snapmirror.access host=<IP address or DNS name of DR site device>
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6. On the primary site NetApp SR, disable any system Snapshots that may be on by default. In FilerView, click 1Vo/umes-
>Snapshots->Configure and select the FlexVols that make up the NetApp SR. Click Unselect All, and set the Number of

Citrix XenServer and NetApp Storage Best Practices

Scheduled snapshots to Keep to 0. Ensure that Scheduled Snapshots is unselected as well. Click Apply

1SV3140 (7
* Filer " (7
= Volumes = (7!
Add
Manage
» Qtrees (7
* Quotas (7
+ Snapshots (7)
Add
Configure
Manage
Aggregates  (7)
Storage (7)
Operations Manager (7
SnapMirror (7)
CIFS ()
NFS (%)
HTTP (3)
LUNs (7
Network (7)
Security (7)
Secure Admin (7)
NDMP (%)
SNMP (7)
Real Time Status (7)
= Wizards (7)

. & & 8 & 8 & B 8 8 8w

FilerView®
Configure Snapshots @
Volumes —+ Snapshots =+ Configure
Volume: [XenStorage_78ba3560_1aff_4867_90b3_19d7ec223f05_Fv0 x| @
Select the volume for which snapshots will be
configured. Only online volumes are displayed.
Snapshot Reserve: I—U 9% @
Enter the size of volume's snapshot reserve, a ¢
percentage between 0 and 100.
Snapshot Directory Visible: ¥ Directory @
Select to make the .snapshot directory visible.
Scheduled Snapshots: ™ Scheduled @
Select to enable scheduled snapshots.
Number of Scheduled Snapshots to Keep: l—o Weekly @
Enter the number of scheduled weekly, nightly, and .
hourly snapshots to keep. These snapshots are created 0 Nightly
only if Scheduled Snapshots is selected. 0 Hourly
Hourly Snapshot Schedule: @
Select the times at which hourly snapshots will occur.
(AL r o
11 01 11 12 g
u 10 2 r r 10 2
e AM E B PM 3
] 4 g 4
r 7 ¢ 8 r r 7 ¢ 5 r
r - 0 r - 0
Select All - Unselect All
Apply i
=
[ [ [ [ | [ mnternet | Protected Mode: OFf av [ ®mw0n - 4

7. Open the NetApp FilerView for the NetApp active-active controller configuration at the DR site, and create an aggregate
that is larger than the aggregate on the primary site that has the NetApp SR FlexVols. The aggregate can be created using
steps outlined in the NetApp active-active controller configuration configuration section.
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Create FlexVols within the aggregate created in the previous step, such that the FlexVols have the same name as the
FlexVols that make up the NetApp SR at the primary site. FlexVols can be created using the steps outlined eatrlier in the

document. Ensure that the space guarantee for the FlexVol is set to zone and the size if at least 5% greater than the
FlexVol in the NetApp SR at the primary site. Also set the Suapshot Reserve to 0%.

/2 15V3140: Volume Wizard - Windows Internet Explorer

o ] 4}
£ | https://10.204. 151, 15/serviets/netapp. fv. volumes. raid. VolR aidWizard @ Certificate Error
=
Volume Wizard - Volume Type Selection
Volume Type Selection N _ & FElexible @
Select whether you want to create a traditional, flexible, or cache volume. o
© Traditional
© Cache
< Back Cancel Next =
|
[ [ [ [ [ [ mntenet|Protected Mode: OFf a v | R0% - 4

/= 15V3140: Volume Wizard - Windows Internet Explorer

I [=] b

& | https://10.204. 151. 15/servlets/netapp. fv. volumes.raid . VolRaidWizard @ Certificate Error

-

Volume Wizard - Volume Parameters _

Volume Name: [1867_90b3_19d7sc2235_Fvo 2
Enter a name for the new volume. - - -
Language: [English H®
Select the language to use on this volume.

UTF-8:

rutr8 @
Select to make language of this volume UTF-8 encoded.

< Back Cancel Next > |

&l
[ [T [ [ [ [@ mternet|Protected Mode: OF [Va - [®100% - ,
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/2 15V3140: Volume Wizard - Windows Internet Explorer i =] |
£ | https://10.204.151.15/servlets fnetapp. fv. volumes.raid. VolRaidWizard @ Certificate Error

Containing Aggregate XS1 (745 GB, raid_dp) =] @

Select the aggregate to contain this volume. Only non-snaplock
aggregates are displayed.

Space Guarantee none =] @

Sets the space guarantee. Volume guarantees space for the
entire volume in the containing aggregate; File guarantees
space for a file at file allocation time; None reserves no extra
space for the volume.

s

VVolume Wizard - Flexible Volume Parameters ™

< Back Cancel Next = | L |
=
[ [ [ [ [ [ mtemetprotected Mode: off PRSI
/= 1SV3140: Volume Wizard - Windows Internet Explorer 10l =|
£ htips://10.204. 151. 15/serviets/netapp. fv.volumes.raid. VolRaidwizard @ Certificate Errar
Volume Wizard - Flexible Volume Size
Volume Size Type: @ TotalSize @
Select Total Size to enter the total volume size (including snap reserve) i
and Usable Size to enter the usable volume size (excluding snap © Usable Size
resenve).
Volume Size: l— l__l @
Enter the desired volume size The containing aggregate, X51 has a 20 B
maximum of 745 GB space available.
Snapshot Reserve : l— o @
Enter the snapshot reserve for volume 0 %
“XenStorage_DR_78ba35b0_1aff_4867_90b3_19dTec223f05_FV0.
The range is between 0% and 100%. The default is 20%.
< Back | Cancel Mext = | -
=l
Dane [ [ [ [ & mnternet | Protect=d Mode: OFF V5~ [ ®w0% v .

9. Set the ucode options on the FlexVols.

10. Turn off Snapshot on the FlexVols using the vo/ gptions command.

vol options <flexvol name> nosnap on

11. If Data Deduplication is turned on at the primary site, turn on dedupe on the DR site FlexVols as well using the sis oz

command.

sis on <path>
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12. Restrict the FlexVols by clicking on I o/umes->Manage, selecting the FlexVols and then clicking the Restrzct button.

=lolx|

FilerView®

Il Certificate Error

|netzpp.Fv. wvolumes.manage. VolumeList

~| W  xenStorage 78ba3Sb0 1aff 4857 90b3 19d7ec223f05 FVO  onine,raid_dpsis x51 - 745GB 70% 24178 110 319m
I1SV3140 (%)
@ ¥ XenStorage 78ba3Shl 1aff 4867 90b3 19d7ec223f05 FV1  onine,raid_dp sis x51 - 745GB 70% 24178 9%  319m
* Filer 7}
- ¥ XenStorage 78ba3Shl 1aff 4867 90b3 19d7ec223105 FVZ  onine raid_dp sis x51 - 745GB 70% 24178 103 319m
* Volumes (7
¥ XenStorage 78ba3Shl 1aff 4867 90b3 19d7ec223f05 FV3  onine,raid_dp sis x51 - 745GB 70% 24178 9%  319m
Manage ¥ XenStorage 78ba3Shl 1aff 4867 90b3 19d7ec223f05 FV4  onineraid_dp sis x51 - T45GB T0% 24178 124 319m
« Qtrees & (2 ¥ XenStorage 78ba3Shl 1aff 4867 90b3 19d7ec223f05 FVS  onine,raid_dp sis x51 - 745GB 70% 24178 110 319m
+ Quotas (7 ¥ XenStorage 78ba3Shl 1aff 4867 90b3 19d7ec223f05 FVE  onineraid_dp sis x51 - 745GB T0% 24178 95 319m
« Snapshots (7) ¥ XenStorage 78ba3Shl 1aff 4867 90b3 19d7ec223f05 FV7  onine,raid_dp sis x51 - 745GB 70% 24178 9%  319m
Add ¥ XenStorsqge DR 78ba33b0 1aff 4857 90b3 13d7ec223f05 FVO  online raid_dp x51 - 0GB 0% 2068 9% 623k
Configure O Xen Lun online,raid_dp X51 B 202GB 83% 12GB 103 375k
Manage r jun2 online,raid_dp x51 - 101GB 33% 602GB 103 18Tk
* Aggregates ~ (7) r lun3 online,raid_dp Xs1 - 202GB 83% 12GB 103 375k
Add
Manage Select All - Unselect Al Orline | Restrict | Offine Destroy |
* Storage (7) Volumes: 1-33 of 33
» Operations Manager (7
* SnapMirror (7 Refresh |
e A j

[T [ [ [ [ mntemet | Protected Mode: OF

g - | 100%

=
4

13. Give access to the primary site NetApp active-active controller configuration to the DR site NetApp active-active

controller configuration and vice-versa. From FilerView, click SnapMirror->Remote Access->.Add and add the DNS name or

IP address of the filer will request access.

rView - Windows Internet Explorer

|g, https:(/10.204. 151, 15/servlets/fnetapp. fv.serviets.FilerView

=101 x|

FilerView®

il Certificate Errar

Aggregates " (7)
* Storage (7) Add SnapMirror Remote Access Entry For ISV3140 @
» QOperations Manager (7) SnapMirrar =+ Remote Access — Add
* SnapMirror (7)

Report L

Corfigure Destination Host: 10.204 161.25] @

Enter the name of filer allowed to access

Manage this host (15V3140)

Add

. Log @ & Access All Volumes

092 Choose this to allow access to all
* Remote Access (7) volumes.
Manage
Add _ ¢ Single Volume Access

Enable/Disable Choose this to specify access to a
e CIFS @ specific valume.
* NF5 (¥ Source Volume: CERT NFS 1 5@
* HTTP () Choose the volume on host -7
o LUNs = (D) | 15V3140 to allow access to.
* Network (7!
* Security (7)

Add

» Secure Admin (7 = —l

[ [ [ [ | |6 mntemet|protected Mode: Off

vav | mi0% - 4
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14. Set up SnapMirror from FilerView by clicking SuzapMirror->.Adu.

15. Select the first FlexVol and click Next

/2= SnapMirror Wizard for 15V3140 - Windows Internet Explorer -3l x|
& | https://10.204. 151, 15/servlets/netapp. fv.snapmirror wizard, SnapMirror\Wizard?onsuccess @ Certificate Error

s

SnapMirror Wizard: Destination Location

Destination |8y3140 @
Filer:

The destination

filer for this mirror.

Destination  [yenStorage_DR_78ba35b0_1af_4867_9003_19d7ec223105_Fvo +| @
Volume:

The destination

volume for this

mirrar.

Destination |— @

Qtree:
The destination
gtree name, if

desired.
Cancel | ,WI T
[ [ [T [ [ [ @ mtenet|protected Mode: OFF ‘a- [Rio% - 4

16. Enter the primary site NetApp active-active controller configuration name or IP address and FlexVol for the first FlexVol
that needs to be replicated.

/2 SnapMirror Wizard for ISV3140 - Windows Internet Explorer =] 1]
£ https:/{10.204.151. 15/serviets netapp. fv. snapmirror . wizard. SnapMirrorWizard @ Certificate Error

SnapMirror Wizard: Source Location
Source Filer: [t020415125 @

Enter the name of the source filer for the mirrored volume.

Source Location: 50b3_19d7ec223f05_Fvo] @

Enter the name of the mirror source volume or full gtree
path.

< Back Cancel Mext = |

[ [ [T [ [ [ @ mtemet|protected Mode: OFF [%a - [ w0% -

=
4

17. Leave the Restart Mode and Maxinmum Transfer Rate as the default. The data transfer limit may be changed depending on the
network and storage configuration at the deployment site.
a. Calculate a TCP window size that works well with the network, using the following formula:
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Window Size = (Round Trip Delay) X (Desired Rate)

b. Adjust the TCP window size by entering the following command

options snapmirror.window size rate

rate = the desired TCP window size.

18. Set the schedule for SnapMirror to occur as determined by the business needs. Having a small window will affect disk
I/O on both the primary and DR sites, depending on the rate of change of the data blocks.

19. Commit the changes to create the new SnapMirror.

[ 15V3140: FilerView - Windows Internet Explorer
I& htips://10.204, 151, 15/servlets/netapp. fv.serviets FilerView

“ FilerView®

NetApp

ISV3140 - (2 SnapMirror Manage @

* Filer @) SnapHirror —+ Manage

* Volumes ~ (7

+ Aggregates (%)

» Storage () Add SnapMirror Enfry

+ Operations Manager (7) Fiter by: |All Snaplirors [~ V‘ﬂl

+ SnapMirror (7)

Configure

Manage 10.204.151.25:XenStorage_78ba35h0_1aff_4867_90b3_19d7ec223f05_FVQ 15V3140:XenStorage DR_78ba35b0_1aff_4867_S0b3_18d7ec223f05_FV0  idle uninitialized 00:00:00 Modify View Delete Advanced
Add
o Log(?) Showing SnapMirrors: 1-1 of 1

+ Remote Access (7)
Enable/Disable I Refresh 3
| [ [ [ [ [é mtemet | protected Mode: off Far[®wo% -

20. Click on SuapMirror->Manage and click Adpanced for the SnapMirror just created.
21. Click on Initialize to setup the initial base line transfer.
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/= ISV3140: FilerView - Windows Internet Explorer —1ol x|
|E https://10.204.151. 15/serviets/netapp. f.serviets. Filer View Ii5d Certficate Error

FilerView®

I 4TS About

1SV3140 (7 SnapMirror Properties @
* Filer 5@ SnapMirror = Manage — Advanced
= Volumes | (7)
Add i Success
Manage
* Qtrees | (70
* Quotas (7
* Snapshots (2 . Modify Delete Quiesce Resume Interrupt
- Aggregates (7 Manage Snapmirror —
= Initialize Update Break Resync
» Storage (7
* Operations Manager (7/ Source (Filer:Location): 1SW3140:XenStorage_78ba35b0_1aff_4867_90b3_19d7ec223f05_FV0
- SnapMirrﬂr @' Destination (Filer:Location): ISW3140:XenStorage_DR_78ba35b0_1aff_43867_90b3_19d7ec223f05_FV0
Report Maximum Transfer Rate (kb/s): -
Conﬁgu re Restart Mode: Schedule Priority
- Schedule: Presst: Repeat Every Minute starting Always
anage Base Snapshot: =
Add Base Timestamp: -
* Log (7 Lag Time (hh:mm:ss): 00:00:00
» Remote Access (7) Status: transferring
Enable/Disable i“"? ot unknoven
onten! o -
= CIFS (%) Current Transfer Size (Kb): 0
* NFS (7 Current Transfer Type: scheduled
o HTTP () Last Transfer Size (Kb): 0
o LUNs ™ (%) — Last Transfer Duration (secs): 0
. Net rk @. Last Transfer Type: -
¢ EEmTen Back | | Refiesh |
» Secure Admin (7) i
~ mamman A l
Done [ Tnternet | Protected Mode: OFf Ya - [Rwow -

22. Once all FlexVols have been initialized, the SnapMirror State should show snapmirrored. To verify, in FilerView, click on
SnapMirror->Manage.

indows Internet Explorer =10 x|

5://10.204.151. 15/serviets/netapp. fv.serviets.FilerView % Certificate Error
hittps://10.204. 151, 15/serviets/netapp. fv.serviets, FlerV [’

FilerView®

1SV3140 " (2) SnapMirror Manage @

» Filer™ @ SnapMirror = Manage
» Volumes (7

Add
Manage Add SnapMirror Entry

* Qurees (7 Filter by: | Al Snaphirors =
» Quotas (7

* Snapshots (7) Source Destination o Lag
Filer:Location Filer:Location State hh:mm:ss
Aggregates ~ (7)

1S5V3140:XenStorage_78ba3Sb0_1aff_4867_90b3_19d7ec223f05_FV0 I1SV3140:XenStorage_78ba3Sb0_1aff_4867_S0b3_19d7ecZ23f05_FVQ  idle unintiaized 00:00:.00 Modify View Delete Advanced

Operations

Storage (7)
Operations Manager (9 I5V3140:XenStorage_78ba35b0_1aff 4867_90b3_19d7ec223105_FVOJISV3140:XenStorage DR_78ba35b0_1aff 4867 90b3_19d7ec223105_FVojlld 00:00:54 [ Jiew] | |
SnapMirror (7)
Report Showing SnapMirrors: 1-2 of 2

Configure

Manage Refresh |

Add

* Log @

» Remote Access (7)

Enable/Disable MLl |0

| [T T [ [ |@ intemet|Protected Mode: OFF Var (R0 -
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Configuring XenServer at DR site at time of disaster

The steps to restore a FlexVol that has been backed up using SnapMirror are:

Citrix XenServer and NetApp Storage Best Practices

1. Quiesce the SnapMirror relationship.

2. Break the SnapMirror relationship.

3. Once the SnapMirror relationship has been broken, the mirrored FlexVol is attached to the backup XenServer host at the
DR site.

Quiesce the SnapMirror relationship

1.

In FilerView, click on SnapMirror->Manage. Click Adpanced for the FlexVol that needs to be quiesced.

-

-

ISV3140 (2
Filer " (%)
Volumes = (7
Add

Manage

*» Qtrees 71
» Quotas (7
= Snapshots (7)

/2 15V3140: FilerView - Windows Internet Explorer

£ | https://10.204. 151. 15/serviets/netapp. fu.serviets. FilerView @ Certificate Error

| v

=10 x|

FilerView®

SnapMirror Properties @

SnapMirror =+ Manage — Advanced

I €T About

Manage Snapmirror

Modify Delete Quiesce Resume Interrupt

Initialize Update Break Resync

Source (Filer:Location): 15W3140:XenStorage_7T8ba35bl_1aff_4867_90b3_19d7ec223f05_FVO

= Aggregates  (7) Destination (Filer:Location): IS\W3140:XenStorage_DR_78ba35b0_1aff_4867_80b3_19d7ec22305_FW0
. Storage @, Maximum Transfer Rate (kbis): -
. Restart Mode: Schedule Priority
- L) . .
Dperatlo"s Ma"ager (‘? Schedule: Preset: Repeat Every Minute starting Always
* SnapMirror {7} Base Snapshot: 15V3140{0151699572)_XenStorage_DR_78ba35b0_1aff_4367_S0b3_19dT7ecZ23f05_FV0.7
Report Base Timestamp: Fri Jan 2& 16:38:01 EST 2011
Conﬁgure Lag Time (hh:mm:ss): 00:00:51
Status: idle:
Manage )
State: snapmirrored
Add Content State: Replica
* Log @' foe Current Transfer Size (Kb): 0
+» Remote Access @u Current Transfer Type: -
Enable/Disable Last Transfer Size (Kb): 89952
Last Transfer Duration (secs): 3
* CIFS(2)
Last Transfer Type: -
* NFS (%
* HTTP &) Back | Refresh |
o LUNs 7~ (%) =l

|

[T [ [ [ | [E mternet|Protected Mode: Off

[v - [ " 00% -~

&

2. Click Quiesce and then OK in the confirmation dialog box.
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Break the SnapMirror Relationship
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1. Once the mirror has quiesced, click Break and OK in the confirmation dialog box. The state of the mirror should show

broken-off.

15V3140: FilerView - Windows Internet Explorer

|g, https://10.204. 151, 15/serviets netapp. fv.serviets. Filerview

=0l x|

I Certificate Error

FilerView®

ISV3140 (7 SnapMirror Properties @

I €T Avout

s Filer 5@ SnapMirror — Manage — Advanced
» Volumes (7

Add i Success

Manage

» Qtrees (7

s Quotas (7

* Snapshots (7)
Aggregates (2
Storage (7)

Operations Manager (7)

Manage Snapmirror

Source (Filer:Location):

SnapMirror (7)

Destination (Filer:Location):

Report Maximum Transfer Rate (kbis):
Configure Restart Mode:
Manage Schedule:
Base Snapshot:
Add Base Timestamp:
s Log (2 Lag Time (hh:mm:ss):
* Remote Access (7 Aiiles
Enable/Disable e
* CIFs ®' Current Transfer Size (Kb):
* NFS @' Current Transfer Type:
« HTTP (?) Last Transfer Size (Kb):
o LUNs @. Last Transfer Duration (secs):
o Network @. Last Transfer Type:
* Security (7) — Note:
« Secure Admin (7)
» NDMP (7)
* SNMP (7) |

Modify Delete Quiesce Resume Interrupt
Initialize Update Break Resync

ISV3140:XenStorage_78ba35b0_1aff_4867_90b3_19d7ec223f05_FV0
ISV3140:XenStorage_DR_78ba35b0_1aff_4867_90b3_19d7ec223f05_FV0
Schedule Priority
Preset: Repeat Every Minute starting Always
15V3140(0151699572)_XenStorage_DR_78ba3sb0_1aff_4857_90b3_19d7ec223f05_FV0.9
Fri Jan 28 16:40:01 EST 2011
00:01:11
pending
broken-off
Replica
o
scheduled
89956
4

destination is quiesced

Backl Refreshl

[T [ [ [ [@ mtemet | Protected Made: OF V3 ®mi% -

Repeat the quiesce and break-off process for each FlexVol that makes up the mirrored NetApp SR..
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Attaching the mirror’ed SR to XenServer host at DR site

Please note that some images appear slightly different in XenServer 5.6 than XenServer 5.6 Feature Pack1
1. From XenCenter, connect to the XenServer host at the DR site..
2. Click on New Storage, and choose the Advanced Storagel ink technology> NetApp option.

Enter the name/IP address of the NetApp active-active controller configuration at the DR site that has the mirror’ed
FlexVols that make up the NetApp SR.

4. Click on Reattach on the existing SRs on the filer and choose the SR that was mirror’ed. Click Finish.

X New Storage Repository - Resource Pool

=1E1x]
% Enter the NetApp filer details 2]
Type {+ Reattach one of the existing 5Rs on the filer:
Location 0990abdd- 6-a550-1£34F1663215 X5
Name and Storage System T8ba3sb0-1aff-4867-90b3-19d47ec223505 ¥51
- Metapp filer
- Reattach SR/New SR " Create a new SR on the following aggregate:
Aggregate | Size | Disks | RAID type | A-SIS capable
( raid_dp
Number of Flex¥ols to use: H Help me choose I= | Wse Netapp thin provisioning
™| Enable GNTAF deduplication
™ UseHTTRS Port: |sn -
. ) se =) of
ciTRIX
< Previous | Iext = I Finish Cancel
4

5. Click Yes to confirm attaching the SR..

6. Open the xsconsole to the XenServer host at the DR site. Scroll to Backup, Restore and Update and press <Enter>.
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Customize Systen

Backup, Restore and Update

[Backup, Restore and Update

{Enter> <Up~Doun>

7. Scroll to Restore Virtual Machine Metadata and press <Enter>.

Backup, Restore and Update Restore Virtual Machine Metadata

Restore Virtual Machine Metadata

{EzcsLeft> <Up-Down> <Enter>

8. If prompted, provide XenServer login credentials to perform the metadata restoration.

9. Select the attached NetApp SR from the previous steps and press <Enzer>. There is a slight delay while XenServer looks
for the backup VDI.

10.

Once the backup VDI is found, select the appropriate metadata to restore from and press <Enfer>.
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Backup, Restore and Update Restore Virtuwal Machine Metadata

Restore Virtual Machine Metadata)

Select Metadata Backup to Restore From

2011-01-28-13-42-32

<Enter> {Esc>

<EscrsLeft> <Up-Down> {Enter>

11. Select the Only 1Ms on this SR option to import all the VM metadata into the XenServer host at the DR site.

Backup, Restore and Update Restore Virtual Machine Metadata

Select the set of UMs to restore from 2011-01-28-13-42-32

Only UMs on This SR

<Enter>

{Esc-Left> <Up~Doun’ <Enter>

There is a slight delay while all metadata is imported.

Restoring SnapMirror relationship to bring primary site back up

Once the primary site has recovered from the disaster, use the below steps to restore information back to primary site.

To restore the SnapMirror relationship:

1. On primary site, destroy all data by re-initializing the primary NetApp active-active controller configuration
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2. Setup a SnapMirror from the DR NetApp active-active controller configuration to the primary site NetApp active-
active controller configuration:

a. Initialize a base line transfer
b. Quiesce the SnapMirror relationship
c.  Break the SnapMirror relationship
d. Delete the SnapMirror configuration
This restores all the updated data from the DR site back to primary site.
3. Delete the SnapMirror configuration on the DR site NetApp active-active controller configuration

4. Repeat the steps in creating the SnapMirror relationship to set up replication between the primary site and DR site.
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Summary

While other virtualization products consume valuable server resources to run proprietary management tools to manage storage
services, Citrix XenServer enables each hardware component to do what it does best: NetApp storage systems can deliver

optimal storage features and performance, and servers can direct their power to business-critical application workloads.

Above all, by incorporating the best practices for configuration, allocation and administration into the NetApp Data ONTAP
Adapter, Citrix XenServer makes optimal management of storage in virtualized environment seamless — allowing organizations

to unify virtualization management for increased agility and reduced management costs.
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Appendix A

Script to perform Snapshot and Recovery of VMs

The script below is an example of how a virtual machine may be snapshot for backup and recovery.

Usag

yoo
gc:

Copy/paste the script below to a file with .py extension. Copy the .py flie to your XenSetver host, and execute it.

Sample run output:

python snapshot_restore.py

Citrix XenServer and NetApp Storage Best Practices

#!/usr/bin/env python

o e o o e e S o e e o

Copyright (c) 2008 Citrix Systems, Inc.

Permission to use, copy, modify, and distribute this software for any
purpose with or without fee is hereby granted, provided that the above
copyright notice and this permission notice appear in all copies.

THE SOFTWARE IS PROVIDED "AS IS" AND THE AUTHOR DISCLAIMS ALL WARRANTIES
WITH REGARD TO THIS SOFTWARE INCLUDING ALL IMPLIED WARRANTIES OF
MERCHANTABILITY AND FITNESS. IN NO EVENT SHALL THE AUTHOR BE LIABLE FOR
ANY SPECIAL, DIRECT, INDIRECT, OR CONSEQUENTIAL DAMAGES OR ANY DAMAGES
WHATSOEVER RESULTING FROM LOSS OF USE, DATA OR PROFITS, WHETHER IN AN
ACTION OF CONTRACT, NEGLIGENCE OR OTHER TORTIOUS ACTION, ARISING OUT OF
OR IN CONNECTION WITH THE USE OR PERFORMANCE OF THIS SOFTWARE.

import sys, time
import XenAPI

def snapshot vm(session, vm rec, snap choice):

epoch = time.strftime ("$Y%m%d-%$HSMSS", time.localtime())

o

vm_snap name = "%s - %s" % (vin_rec['name label'], epoch)
print "\nNow creating snapshot for VM %s..." % vm rec['name label']
if snap choice == 'sq':
vm_snap = session.xenapi.VM.snapshot with quiesce (\
session.xenapi.VM.get by uuid(vm rec['uuid']l), \
VIm_snap name)
else:
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vm_snap = session.xenapi.VM.snapshot (\
session.xenapi.VM.get by uuid(vm rec['uuid']l), \
vm_snap_name)
print "VM snapshot created as : %s" % vm_snap name

def recover vm(session, vm rec):
snaps = vm_rec('snapshots']
if len(snaps) == 0:
print "No snapshots available for VM %s" % vm rec['name label']

else:
snap_num = 0
snap dict = {}
print "List of snapshots available for VM %s:\n" % vm rec['name label']
for snap in snaps:
snap rec = session.xenapi.VM.get record(snap)
snap num += 1
snap_dict[snap num] = snap
print "\t%i. %s" % (snap_num, snap rec['name label'])
if (snap num == 1):
snap num choice = 1
raw_input ("\nPress Enter to restore from this snapshot")
else:
snap_num choice = 0
while (snap num choice == 0):
snap num choice s = raw input ('\nPlease choose a snapshot to
Restore to [1 - %i]: ' % snap_num)
if (snap num choice s == ""):
print "\nInvalid entry. Please try again...\n"
continue
snap num choice = int (snap num choice_s)
if (snap num choice > snap num) :
print ("\nInvalid entry. Please try again...\n")
snap_num choice = 0
continue
snap_choice = snap_dict[snap num choice]
snap choice rec = session.xenapi.VM.get record(snap choice)

Steps to restore

Force shutdown VM

Destroy VBDs

Clone VDI's of snapshot

Sync state (VBD, VIF, VCPU, Memory, etc)
Destroy subsequent snapshots

H= = o S
g w N

print "\nCleanup VM..."

vm _name = vm rec['name label']
vm_power state = vm rec|['power state']
if not(vm power state == 'Halted'):

print "Halting VM..."

session.xenapi.VM.hard shutdown (session.xenapi.VM.get by uuid(vm rec['uuid']))

vbds = vm rec['VBDs']
for vbd in vbds:
vbd rec = session.xenapi.VBD.get record(vbd)
if vbd rec['type'] == 'Disk':
vdi = vbd rec['VDI']
session.xenapi.VDI.destroy (vdi)
vifs = vm rec['VIFs']
for vif in vifs:
session.xenapi.VIF.destroy (vif)
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print "Restoring VM..."

# Restore VIFs

snap vifs = snap choice rec['VIFs']
for snap vif in snap vifs:
snap vif rec = session.xenapi.VIF.get record(snap vif)
restore vif = { 'device' : snap vif rec['device'],
'network' : snap vif rec['network'],
'VM' : session.xenapi.VM.get by uuid(vm rec['uuid']),
'MAC' : snap vif rec['MAC'],
'MTU' : snap vif rec['MTU'],
"other config" : snap vif rec['other config'],
"gos algorithm type" : snap vif rec['gos algorithm type'l],

"gos algorithm params"

snap vif rec['gos algorithm params'] }

session.

session.xenapi.VIF.create (restore vif)

# Restore VBDs

snap_vbds = snap choice rec['VBDs']
for snap vbd in snap vbds:
snap_vbd rec = session.xenapi.VBD.get record(snap vbd)
if snap vbd rec['type'] == 'Disk':
snap_vdi = snap vbd rec['VDI']
restore vdi = session.xenapi.VDI.clone(snap vdi, {})
restore vbd = { 'VM'
xenapi.VM.get by uuid(vm rec['uuid']),
'VDI' : restore vdi,
'userdevice' : snap vbd rec|'userdevice'],
'bootable' : snap vbd rec|'bootable'],
'mode' : snap vbd rec['mode'],
'type' : snap vbd rec['type'l],
'unpluggable' : snap vbd rec['unpluggable'],
'empty' : snap vbd rec['empty'],
'other config' : snap vbd rec['other config'],

'gos_algorithm type'

snap vbd rec['gos algorithm type'],

'qos_algorithm params'

snap_vbd rec['gos algorithm params'] }

session.xenapi.VBD.create (restore vbd)

# Restore config information

vm rec['platform'] = snap choice rec['platform']

vm_rec['VCPUs max'] = snap choice rec['VCPUs max']
vm_rec['recommendations'] = snap choice rec['recommendations']
vm_rec['user version'] = snap choice rec['user version']
vm_rec['HVM shadow multiplier'] = snap choice rec['HVM shadow multiplier']
vm_rec['memory dynamic max'] = snap choice rec['memory dynamic max']
vm_rec['HVM boot policy'] = snap choice rec['HVM boot policy']
vm_rec['PV legacy args'] = snap choice rec['PV_legacy args']

vm _rec['actions after shutdown'] = snap choice rec['actions after shutdown']
vm_rec['xenstore data'] = snap choice rec['xenstore data']
vm_rec['actions after crash'] = snap choice rec['actions after crash']
vm_rec['PCI bus'] = snap choice rec['PCI bus']

vm_rec['tags'] = snap choice rec['tags']

vm_rec['other config'] = snap choice rec['other config']
vm_rec['VCPUs at startup'] = snap choice rec['VCPUs at startup']
vm_rec['actions after reboot'] = snap choice rec['actions after reboot']
vm_rec['PV bootloader'] = snap choice rec['PV bootloader']
vm_rec['resident on'] = snap choice rec['resident on']
vm_rec['HVM boot params'] = snap choice rec['HVM boot params']
vm_rec['blocked operations'] = snap choice rec['blocked operations']
vm_rec['PV_args'] = snap choice rec['PV_args']
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vm_rec['affinity'] = snap choice rec['affinity']

vm_rec['PV ramdisk'] = snap choice rec['PV_ramdisk']
vm_rec['memory static min'] = snap choice rec['memory static min']
vm_rec['PV bootloader args'] = snap choice rec['PV bootloader args']
vm_rec['PV kernel'] = snap choice rec['PV_kernel']

vm_rec['memory dynamic min'] = snap choice rec['memory dynamic min']
if not (vm power state == 'Halted'):

print "Powering up VM..."
session.xenapi.VM.start (session.xenapi.VM.get by uuid(vm rec['uuid']),
False, False)

print "Destroying orphaned snapshots..."
for snap in snaps:
snap rec = session.xenapi.VM.get record(snap)
if snap rec['snapshot time'] > snap choice rec['snapshot time']:
vbds = snap rec['VBDs']
for vbd in vbds:
vbd rec = session.xenapi.VBD.get record(vbd)
if vbd rec['type'] == 'Disk':
vdi = vbd rec['VDI']
session.xenapi.VDI.destroy (vdi)
session.xenapi.VM.destroy (snap)

def snapshot recover vm(session, vm rec):
while (True):

choice = raw input ("Do you want to snapshot|snapshot with quiesce (Windows
guests only) | recover?\n (input \"s\" or \"sg\" or \"r\") ")
if (choice == 's') or (choice == 'sq'):
snapshot vm(session, vm rec, choice)
break
elif (choice == 'r'):
recover vm(session, vm rec)
break
else:
print "\nInvalid choice. Please try again...\n"
continue

def main(session) :

vm records = session.xenapi.VM.get all records()
vm_num = 0
vm dict = {}

print "VMs available:\n"
for vm record in vm records:
vm_rec = vm _records|[vm record]
if not(vm rec['is a template']) and not(vm rec['is control domain']):
vm num += 1
vm dict[vm num] = vm rec
print "\t%i. %s" % (vm_num, vm_rec['name label'])

print ""
if (vm _num == 0):
print ("No VMs available for snapshot/recover")
return
elif (vm num == 1):
vm_num choice = 1
else:
vm_num_choice = 0
while (vm num choice == 0):
vm_num choice s = raw_input ('Please choose VM to snapshot or recover [1 -
%il: ' % vm_num)

ll") .

if (vm _num choice s ==
print "\nInvalid entry. Please try again...\n"
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continue
vm_num choice = int (vm num choice s)
if (vm_num_choice > vm_num) :
print "\nInvalid entry. Please try again...\n"
vm_num choice = 0
continue

vm_rec choice = vm dict[vm num choice]

snapshot recover vm(session, vm rec choice)
if name == " main ":
print "\n\tCitrix XenServer VM Snapshot/Restore Utility"
print "\tCopyright (c) 2008 Citrix Systems, Inc.\n"

session = XenAPI.Session ("http:// var xapi xapi", transport=XenAPI.UDSTransport())
session.xenapi.login with password("root", "xensource")

try:
main (session)
except Exception, e:
print str(e)

raw_input ("\n\n--Press Enter to exit--")
raise
raw_input ("\n\n--Press Enter to exit--")
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Appendix B

Security Considerations

To allow XenServer administrators to login into the device with root privileges and create the FlexVols for the NetApp
Storage Repository, use the following guidelines.

Equating Windows "Domain\ Administratot’ privileges to UNIX 'root' in a multi-protocol environment
1. To equate Windows 'Domain\ Administratot’ privileges to UNIX 'root' in a multi-protocol environment, on the device
enter:

device> options wafl.nt admin priv map to root on
2. Authorizing a Unix User Account to Login As Root on the Device

Data ONTAP uses the /etc/usermap.cfg file to map user names. In its simplest form, each /etc/usermap.cfg entry contains a
pair of names: the Windows name and the UNIX name. Data ONTAP can translate the Windows name to the UNIX name
or vice versa.

When a connection is started, if the /etc/usermap.cfg file is missing, a default file is created. It contains commented-out
sample map entries that are useful for improving security. When Data ONTAP receives a connection request from a user, it
searches the /etc/usermap.cfg file to see whether an entry matches the user’s Windows domain name and user name. If an
entry is found, Data ONTAP uses the UNIX name specified in the entry to look up the UID and GID from the UNIX
password database. If the UNIX name is a null string, Data ONTAP denies access to the user.

If an entry is not found, Data ONTAP converts the Windows name to lowercase and considers the UNIX name to be the
same as the Windows name. Data ONTAP uses this UNIX name to look up the UID and GID from the UNIX password
database. Data ONTAP http://www.citrix.com/English/partners/partner.asp?partnerID=950197scans the file sequentially.
It uses the first matching entry for mapping.

For information about character coding of the /etc/usermap.cfg file, see the information about the contents of the /etc
directory in the Storage Management Guide.

Specify each entry using the following format:

[IP gualifier:] Windows name [direction] [IP qualifier:] UNIX name
where
IP_gualifier field is an 1P address that qualifies the user name by narrowing the match.
Windows_name field consists of a Windows domain name, which is optional, and a Windows user name.
Direction field indicates the direction of the mapping.
UNIX_name field is a UNIX name in the UNIX password database.

You can embed comments in the file by beginning the comment lines with #. Comments at the end of an entry are also
allowed if preceded by #. Blank lines are ignored.

The way in which Data ONTAP interprets a domain name in the /etc/usermap.cfg file that contains a dot depends on
whether storage system is in a Windows N'T domain or a Windows Active Directory domain. Follow some guidelines to keep
entries simple and easy to understand, and add several entries to the /etc/usermap.cfg file to prevent unauthorized users from
accessing the storage system.
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Appendix C

Enhancements in Data ONTAP

Enhancements in Data ONTAP 7.3.1 affect the ability to do a LUN clone split when using NetApp’s ZAPI. ONTAP has
two ways (styles) to do the LUN clone split. Beginning with Data ONTAP 7.3.1, it will default to the new style. Citrix
XenServer’s NetApp Adapter will attempt to use the old style LUN clone split.

You will see the following error message if you are affected by this issue:

“Error parameters: General 1O error [opterr=creating flexvol snapshot:Snapshot operation not allowed during LUN clone
split. (13023)]”

If you are affected, the issue can be verified and fixed with the following commands.

> options lun.clone restore
> options lun.clone restore {off | on}

Setting to 'off' will mimic the old behaviot; the system defaults to 'on'.

Data ONTAP 8.0 7-Mode introduces 64-bit aggregates which are no longer limited to 16TB. Consult TR-3786: A Thorough

Introduction to 64-Bit Aggregates for complete details and sizing information, available at http://www.netapp.com.

Data ONTAP 8.0.1 7-Mode FlexClone volumes can be replicated using volume SnapMirror without the need for additional

capacity on the destination system as long as the parent of the FlexClone volume is also replicated. Please consult TR-3446:

SnapMirror Async Overview and Best Practices Guide available at http://www.netapp.com.
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